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Introduction: Data-Based Discrimination

SEETA PEÑA GANGADHARAN
SENIOR RESEARCH FELLOW, NEW AMERICA’S OPEN TECHNOLOGY INSTITUTE
Despite significant political and cultural transformations since the Civil Rights movement and other social upheavals of the Sixties and Seventies, discrimination remains a problem. And while persistent inequities stem from a complex set of factors, digitally automated systems may be adding to these problems in new ways.

These systems run on the data produced in our daily digital meanderings and on algorithms trained to identify patterns among different data points. The result of these computerized calculations include predictions of our future behavior, recommendations for the purchase of one product or another, advice that we modify our behavior, feedback and adjustments to the operation of computer controlled systems, and more. From White House officials to civil rights advocates to “quants” and “techies,” many have begun to question the power of algorithmically driven systems to categorize, nudge, prime, and differentially treat people in ways that can exacerbate social, economic, and racial inequities.

In late 2013, New America’s Open Technology Institute (OTI) began organizing a research convening to explore these concerns. Our goal was to unravel basic aspects of data-based discrimination, an umbrella term that I use to refer to processes of algorithmically driven decision-making and their connection to injustice and unfairness in society. We wanted to examine what’s at stake for society and contemplate how to grapple with problems that might arise. We decided to hold the event as part of an annual meeting of the International Communication Association (ICA), which draws academics from around the world, and issued a call for proposals to ICA community and beyond, on the topic of data and discrimination. The event, held on May 22, 2014, in Seattle, Washington, featured a dozen researchers that ranged from tenured professors to doctoral students. They presented papers that fell into one of three thematic categories: “Discovering and Responding to Harms,” “Participation, Presence, and Politics,” and “Fairness, Equity, and Impact.”

The collection of papers presented here—and edited with the assistance of two researchers at the convening, Virginia Eubanks and Solon Barocas—reflects most of that day’s investigations as new ideas that germinated in ensuing months. Altogether the papers aim to provide basic information, attempt to provoke discussion and debate, and, hopefully, suggest trajectories for further research and writing, including in areas unexplored or under-addressed.

In the pages that follow, the authors address data-driven discrimination in a wide variety of contexts, for example, health, public utilities, and retail. They identify a broad range of concerns, such as the difficulty of replicating data collection and analytics processes whose inspection might reveal insights into discrimination by algorithm. They examine the networked nature of harms, and the role of law, including social policies, that set the
terms of development and deployment of automated, data-driven systems. The authors also contemplate a broad set of solutions: revealing weaknesses of existing transparency and accountability mechanisms in order to forge new and better ones, mobilizing data-driven processes to ameliorate discrimination, and broadening public discussion on the future uses and consequences of data-driven systems in order to influence choices about their development and deployment.

As we head into an era of more and more data collection, analysis, and use, the urgency of producing sound research and analysis cannot be understated. There’s a real threat that the negative effects of algorithmic decision-making will disproportionately burden the poorest and most marginalized among us. Grappling with the complexity of data-driven discrimination is no easy task, and this collection marks one modest step in bringing to light processes and problems that otherwise might remain invisible and unquestioned.
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Part 1:
Discovering Harms
An Algorithm Audit
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When it is time to buy a used car, many consumers turn to the advice of a trusted third-party like the Consumers Union, publisher of Consumer Reports. While we may not know anything about how cars work, Consumer Reports operates a test track where automotive experts run cars through their paces. Even better, to devise its public rating for a particular model Consumer Reports sends current owners a survey to draw conclusions from their past experiences. Finally, Consumer Reports is trustworthy because it is a non-profit advocacy organization collectively organized by consumers with no relationship to the auto industry.

We need a Consumer Reports for algorithms.

Invisible Algorithms Dominate Our Everyday Life

Computer algorithms now dominate our daily life, providing our communication with our family and friends, our search for housing, our media preferences, our driving directions, the advertisements that we see, the information we look up, encryption of our data for our privacy, and more.

Yet there is a tremendous gap between public understanding of algorithms and their prevalence and importance in our lives. For instance, the majority of Facebook users in a recent study did not even know that Facebook ever used an algorithm to filter the news stories that they saw.

Unfair Algorithms, Undetectable Without Help

Algorithms differ from earlier processes of harmful discrimination (such as redlining) in a number of crucial ways. First, algorithms that affect large number of people (e.g., the Google search algorithm) are complicated packages of computer code crafted jointly by a large team of engineers.

These algorithms represent trade secrets.

Second, the computer code for an algorithm does not make it interpretable. At the level of complexity that is typical for these systems, an algorithm cannot be interpreted by reading it. Even an expert in the area (or the algorithm’s authors) may not be able to predict what results an algorithm would produce without plugging in some example data and looking at the results.

Third, algorithms also increasingly depend on unique personal data as inputs. As a result, the same programatically generated Web page may never be generated twice.

Finally, we have little reason to believe the companies we depend on will act in our interest in the absence of regulatory oversight. Almost every major operator of an Internet platform, including Google, Twitter, Facebook, Microsoft, and
Apple, has already been investigated by the U.S. government for violations that include anti-competitive behavior, deceptive business practices, failing to protect the personal information of consumers, failing to honor promises made to consumers about their own data, and charging customers for purchases that they did not authorize.²

Testing the Platforms that Test Us

Luckily, a method exists for researchers to look inside these complicated, algorithmically driven computer decision systems: the “audit study”.³ This method, which serves as the most respected social scientific method for the detection of racial discrimination in employment and housing, uses fictitious correspondence. For instance, an audit study might submit fictitious resumes targeted at a real employer or fictitious housing applications targeted at a real landlord. In these studies, researchers test the fairness of an employer or landlord by preparing two or more equivalent documents which reflect equal backgrounds, including levels of education and experience, but which only vary according to race. For example, researchers could manipulate the fictitious applicant’s race between the two conditions of “Emily” and “Lakisha” to signal “Caucasian” vs. “African-American” to a prospective employer. The difference in employer responses to two otherwise identical resumes therefore measures racism.

In the spirit of these real-life audits of employers and real estate agents performed by journalists and watchdog organizations, we propose that the
recent concerns about algorithms demand an audit of online platforms. In essence, this means Internet platforms powered by large amounts of data (e.g., YouTube, Google, Facebook, Netflix, and so on) that are operated via secret computer algorithms require testing by an impartial expert third party. These audits will ascertain whether algorithms result in harmful discrimination by class, race, gender, geography, or other important attributes.

Although the complexity of these algorithmic platforms makes them seem impossible to understand, audit studies can crack the code through trial and error: researchers can apply expert knowledge to the results of these audit tests. By closely monitoring these online platforms, we can discover interactions between algorithm and data. In short, auditing these algorithms demands a third party that can combine both expert and everyday evaluations, testing algorithms on the public’s behalf and investigating and reporting situations where algorithms may have gone wrong.

**Lemon Warnings in a Data-Driven Society**

We envision a future where Internet users can know in advance if a search box is planning to take advantage of them; platform “lemon warnings” that can explain the operation of faulty or deceptive social media sites; and quality rankings which tell us when an algorithm is working for us or for someone else.
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Health Privacy Online: Patients at Risk

TIM LIBERT
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HEALTH PRIVACY ONLINE: 
PATIENTS AT RISK

Unprotected Information-Seeking

According to the Pew Internet and American Life project, over 70 percent of U.S. adults go online to seek health information. Such information comes from a variety of sources ranging from government agencies to non-profit organizations, commercial websites, newspapers, discussion forums, and beyond. These sites, like many others, often rely on third parties to deliver advertisements to their users. In so doing, sites that are a source of health information also grant advertisers the opportunity to track users and learn about their interests.

While many users likely assume that legal protections apply to information about their health-related browsing habits, few, if any, regulations actually bear on this type of activity. Website operators and other third parties can glean details about users’ health concerns and health status from their browsing behavior that may be intentionally or inadvertently misused. Health privacy policies in the Big Data era need a fresh look.

Evidence of Information Leakage

In order to explore the potential risks to health privacy online, I recently analyzed over 80,000 health-related web pages and determined that 90 percent leaked user information to outside parties. The amount of information leaked varies in degree, but nearly always includes the address of the page currently being visited, which can be very revealing. For example, noticing that a user has visited http://www.cdc.gov/cancer/breast/, an advertiser may reasonably infer she has a concern with breast cancer. This type of information leakage is a widespread problem. My study demonstrated that 70 percent of health-related websites have addresses which contain information on specific symptoms, treatments, and diseases.

Equally Common Problem on Commercial and Non-Commercial Websites

Most often the parties collecting data are online advertisers who are not subject to extant health privacy laws such as the Health Insurance Portability and Accountability Act (HIPAA). These advertisers can track users on commercial sites such as WebMD, but also government and non-profit sites such as the Centers for Disease Control (CDC) and the Mayo Clinic. It is not surprising that commercial sites, which rely on advertising revenue to operate, allow advertisers to monitor their users, but it is surprising that government and non-profit entities supported by tax dollars and donations do.

As it turns out, non-commercial sites often utilize outside services to analyze their website traffic and facilitate social media sharing, which online advertisers provide free of charge in order to learn more about users. To take one example, as of April
2014, a user visiting the CDC website would have had their browsing information transmitted to Google, Facebook, Pinterest, and Twitter.

**Risks of User Identification**

While advertisers do not learn the name of a user during individual page visits, the aggregated browsing behavior of users can nevertheless paint a revealing portrait of who they are, presenting two risks: user identification and commercial discrimination.

In the first instance, advertisers which learn that a particular user has a specific illness may misuse or leak this information. Occasionally, third parties that can observe when users visit specific health sites also possess information about users’ real names. Facebook, for instance, could easily create a link between logs of health-related web browsing and an identifiable person. Even if users place trust in companies like Facebook, such information, as is evident in the ever-present cybercrime headlines, may be stolen by criminals and leaked online.

Furthermore, data collection on health websites is also being performed by so-called “data brokers” who sell personally identifiable information to a range of clients. A recent U.S. Senate hearing revealed that the data broker MedBase200 has sold lists of individuals under the headings of “rape sufferers”, “domestic abuse victims”, and “HIV/AIDS patients”. Where MedBase200 got this data is unclear, but there is little doubt that bad actors could purchase and abuse this information.
Existing health privacy laws like HIPAA do not apply on the web. “Nurse Shredding Papers for HIPAA Compliance.” Image by Compliance and Safety, CC-BY-SA.

Risks of Commercial Discrimination

The second risk is that even without their names being disclosed, those interested in health conditions may be disadvantaged commercially. Online advertisers use aggregate browsing information to place users into “data silos”, marking the desirable as “target” and the less fortunate as “waste”. Given that over 60 percent of bankruptcies are medical related, it is possible that those with an interest in specific health conditions may be categorized as waste and thereby denied the favorable discounts and interest rates given to those in the target category. If health-related browsing behavior happens to correlate with a commercially desirable outcome, online advertisers may subject users with certain health conditions to less favorable treatment even if they have no such intentions. Preventing inadvertent outcomes of this sort is not trivial, as advertisers may struggle to distinguish between information which is sensitive and that which is not.

An Ounce of Prevention Is Worth a Pound of Cure

While there is not yet clear evidence of misuse of health-related browsing information, as with medicine, an ounce of prevention is worth a pound of cure.

Three strategies can immediately reduce the risks to users seeking health information online. First, government and non-profit websites which use services that leak user data to advertisers should investigate and utilize the many privacy-friendly solutions for page metrics and social media sharing. Second, while commercial actors have drawn up industry guidelines for self-regulation, the FTC has stated that such efforts “have failed to provide adequate and meaningful protection”. Therefore, there is an opportunity to craft policies and legislation which would better protect user health information. Third, software engineers working for online advertisers may take the initiative and create intelligent filters which analyze incoming data to ensure that sensitive medical data is never stored or acted upon.

These three strategies each involve achievable goals, and may go a long way in protecting some of the most vulnerable members of our society.
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Locating Discrimination in Data-Based Systems

DARREN STEVENSON
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LOCATING DISCRIMINATION IN
DATA-BASED SYSTEMS

A Knowledge Deficit

The video game DataDealer.com offers a playful take on digital privacy, personal information collection, and questionable data use by firms. Players take on the role of an unscrupulous data broker, stepping into the largely opaque world of personal information brokerages, where companies aggressively collect, use, trade, and sell individuals’ data. Players collect data about unsuspecting individuals, selling it to others. In the game’s opening trailer, someone is denied housing, insurance, and a job based on personal information held by firms.

While each of these practices is subject to regulation, the game reflects mounting concern with the various ways firms collect, combine, analyze, and monetize the details of our digital lives. Indeed, the game plays on growing anxieties over the commercial use of personal data, the specifics of which are typically unknown to the public.

Are these fears justified? Thus far, and to the dismay of civil rights advocates, policymakers, and regulators, the answer is we simply do not know. To date, these concerns have stemmed more often from speculation than observation. And the absence of concrete examples has tended to forestall meaningful debate and regulation.

I want to briefly suggest two reasons why it has been relatively difficult to detect instances of discrimination in today’s big data ecosystem and offer some suggestions for how we might combat this knowledge deficit.

Technical Challenges

First, while the potential for data-based discrimination has grown dramatically in recent years, tools to parse how these systems function have not developed in parallel. There have been few, if any, economic incentives encouraging their development. As a result, there are scarce options available to analyze and make transparent the inner workings and effects of these systems themselves.

To study how algorithms and platforms function, instead researchers must typically go through labor-intensive manual processes. This includes tasks like manually varying search engine queries and meticulously altering one’s user profile or internet protocol address in search of different treatments or outcomes.

One way we might combat this technical barrier is to develop software and best practices to support robust audit studies of information systems. The most prominent example of audit studies offline includes submitting multiple nearly-identical résumés to job solicitations, altering applicants’ names and selecting names commonly associated with certain races. All else being equal, observed differences in response rates can be attributed to rather discrete forms of discrimination.
Advancing computational audit studies will require detection methods well tuned to the underlying technologies of current commercial systems. For instance, if a decision support system handling employment pre-screenings or credit card approvals relies on connecting disparate personal data, machine learning, and Bayesian reasoning, then developing auditing software of similar sophistication may be necessary to test for prejudicial outcomes.

**Legal Challenges**

Second, attempts to detect discrimination in information systems also face significant non-technical challenges. Typically, commercial service providers maintain strict terms of services to prevent outsiders from abusing or studying their technology. Often these represent blanket attempts to prevent competitors from analyzing, understanding, and then either reverse engineering or gaming their systems.

Additionally, multiple well-intentioned but overreaching laws have created legal barriers, effectively criminalizing most attempts at studying online systems, regardless of intent. The most notable is the Computer Fraud and Abuse Act (CFAA), which allows the government to prosecute anyone who violates a website’s terms of service. Nearly any attempt by researchers to investigate how proprietary information systems function, even in search of discrimination, is likely to violate terms of service. These laws have the perverse result of protecting data-driven commercial systems from even the most basic external analysis.
Sophisticated computational tools leverage the power of information networks to provide our digital conveniences. But this complexity makes it hard to detect discrimination in these systems. Photo by Argonne National Laboratory. CC-BY-NC-SA 2.0.

An intelligent overhaul of CFAA is needed. To begin, the law should not grant firms the right to unilaterally shield from any outside scrutiny the systems that play such a vital role in our lives. Furthermore, attempts to detect misuse of data should not fall under the same law as malicious hacking or efforts to reverse engineer a competitor’s technology. The law needs to be updated and made sensitive to these differences ensuring it does not proscribe socially beneficial probing of data-driven decision-making. Given the stakes, a complete prohibition of external examination is simply unacceptable. Carving out exceptions for these kinds of analyses would allow researchers to leverage the power of audit studies applied computationally.

**Coordinated Efforts**

Of course, overhauling current laws will require coordinated efforts, including gaining the support of industry representatives. Additionally, developing computational audit studies will require substantially more technical know-how than traditional audit studies, more than printing up and mailing out fake résumés with different names. But again, the challenging nature of the problem is no excuse for not pursuing it.

We can do much better than speculate. We can enact smarter legislation that protects the interests and trade secrets of firms and allows outsiders to hold them accountable for misuse. We can develop tools and software to test for systematic mistreatment and disparate impacts. Empirical insights into the functioning of these systems could also reveal that current fears are largely misplaced. Developing a clear path for examining these systems is one way we might better know the extent of the problem at hand, and then, if there really is a problem, how to work towards solutions.

Big Data and Unattainable Scholarship

ERIK BUCY
REGENTS PROFESSOR OF STRATEGIC COMMUNICATION, TEXAS TECH UNIVERSITY

ASTA ZELENKAUSKAITE
ASSISTANT PROFESSOR OF COMMUNICATION, DREXEL UNIVERSITY
A SCHOLARLY DIVIDE

How Accessible is Big Data?

Recent decades have witnessed an increased growth in data generated by information, communication, and technological systems, giving birth to the “Big Data” paradigm. The availability of Big Data discriminates in any numbers of ways: between analysts who sift through reams of available data points to discover patterns of behavior in users and users who (largely unwittingly) generate data for analysis; between marketers who conduct segmentation studies to more effectively target consumers and consumers who are targeted by an increasingly number of tailored ads; and, recently, between scholars who have access to Big Data to perform novel analyses and researchers who lack the technological savvy to extract Big Data for modeling.

The proliferation of Big Data analysis creates inequities within the research community.

The promising world of unprecedented precision and predictive accuracy that Big Data conjure thus remains out of reach for most social scientific researchers, a problem that traditional media did not present. The uneven dynamics of this curious but growing “scholarly divide” between researchers with the technical know-how, funding, or inside connections to extract data and the mass of researchers who merely hear Big Data invoked as the latest, exciting trend in unattainable scholarship evokes the notion of a scholarly divide.

Complexity and Covertness

This situation has several causes. First, consider the complexity of the system architecture that makes the collection of Big Data possible. To a large extent, the unavailability of Big Data derives from the automatic or covert way it is collected. Unlike traditional media contents, which are published or broadcast overtly and within public view, much user-generated content is covertly gathered as a byproduct of software design decisions, and the unintended traces left behind by users. These digital traces are comprised of metadata of user activities, registration and location logs, and tweets, likes, and posts to social media. Other expressed preferences, in the form of purchases, opinions, and reviews are recorded while users navigate their way through networked systems. And did we mention DVRs? The portrait of actual television viewing available to the research community has never been more precise—if you have access.

Access to data has become an important discriminating factor in new technology research.

Because covert data are inaccessible without system-level access and understanding, the ability to retrieve and model Big Data is becoming as important to traditional academic training as classic research methodology and analysis.

Prior to digitalization, mass media contents were
generated from a central source, they were not proprietary in nature, and seldom was user-generated data integrated into programming, as they now are. Focused on the dissemination of information that was plainly visible, rather than the capture and storage of consumer data that would never be shared, mass media did not raise concerns about the representativeness of available content and audience analysis was conducted by means of separate data collections, typically large scale surveys.¹

“Data Gatekeepers”

Now, with the growth in data types, particularly user-generated content and information contained in data logs, and the ownership of these data by media companies and technology firms, access to data has become an important discriminating factor in new technology research.² In this new sociotechnical configuration, users generate data not as members of a media audience but as subscribers to, or registrants in, a private information or communication service. Proprietary platforms such as Facebook require users to register on their social media sites to access services. Ironically, services largely consist of mini-subscriptions to the content of other users, in the form of news feeds and updates from networked “friends.”

As more data streams emanate from more platforms than ever before, access to data remains limited and largely out of reach to all but a handful of selected researchers with the technical chops, award-worthy ideas, or connections to put together a winning proposal.³ Indeed, the most interesting, log-based data are locked by private providers. Twitter recently accepted applications from academics to mine its data archive, but these

---

¹ Kamel Makhloufi
² Data visualization of casualties in the Iraq conflict created by Kamel Makhloufi. Blue represents casualties as a result of friendly fire, green represents military casualties from the host country, orange is civilians, and grey is enemy combatants. Time is progressing in the right hand image from the top left to bottom right. Data was scraped from the Guardian. Photo by Kamel Makhloufi, CC-BY-2.0.
awards only went to a select few—and were decided by Twitter. In this sense, technology companies are becoming the new data gatekeepers and indirectly regulate the amount of new (public) knowledge that scholars can generate.

**Technology companies are the new data gatekeepers.**

From a research standpoint, then, what should be overt is kept covert. Theoretically, this situation is problematic. On the one hand, the research community builds and verifies new concepts and knowledge on the basis of publically available data (the government-funding model)—and publishes the results of data analyses for all to see; on the other hand, in certain domains of research, private data (and perhaps intelligence) appear to be gaining the upper hand over public data and knowledge in the volume and precision of information available. In digital and social media research (as with marketing and consumer research), access to user data has a direct impact on the value generation associated with scholarly analysis.

Increasingly, (social) media research is becoming dependent on computer science training, interdisciplinary collaboration, and corporate cooperation. Scholars in the social sciences and even humanities, used to working within their own research enclaves of like-minded theorists and methodologists, are becoming dependent on computer scientists to mine this brave new world of data-derived insights. Programming ability is no longer an exotic tool but a must-have skill, pushing social science towards computational science. And at a time when federal funding for social science is under threat (witness yearly efforts in Congress to defund National Science Foundation support for political science research), there is money for Big Data R&D, as with the Obama administration’s $200 million initiative to “access, organize, and glean discoveries from huge volumes of digital data” announced in 2012.4

**Solutions**

Researchers who eschew computational collaboration from more technical disciplines will increasingly find themselves relegated to manual data collection and interpretive license over a relatively small amount of content that is publicly available. To reduce this developing scholarly divide, training in Big Data should include the tools and techniques of covert data extraction and analysis—means of discovery every bit as important as traditional methods. With the growth of Big Data, graduate training should move towards requiring programming as a skill or outside area. And scholarly associations should sponsor workshops and forge ties with industry to leverage access to data. Otherwise, the future of Big Data research seems to be one of increasing segregation, divided on the basis of subdisciplinary training and expertise.
Index


2. Sometimes, the availability of data is in the hands of users, as when Facebook or Twitter users opt to keep their postings or tweets private; even so, the company itself retains access to all user information.


Part 2: Participation, Presence, Politics
Retailing and Social Discrimination: The New Normal?
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EVERYDAY TARGETING

The retail environment is a central location where the data-technology industry is habituating people to new realities around surveillance and the personalization of the commercial sphere. From a policy perspective it’s crucial to understand whether these developments bode a new normal for U.S. society.

In-Store Media

As in-store media become digital, they tie into people’s handheld mobile lives and transform the ways retailers relate to one another and to their customers. A major contemporary development is the interconnection of three developments: mobile devices, location tracking and social media. According to eMarketer, in the U.S., nine out of ten American adults now have a cell phone, and 57 percent own a smartphone. About eight in ten (81 percent) people send or receive text messages, up from 65 percent in 2009. Sixty percent access the web via mobile; fifty percent download apps; and 40 percent of Facebook revenues now come from mobile.

Retailers see these media as both threats and opportunities. The threat comes from “showrooming”—the use of mobile devices to check prices and social-media opinions about a product while in a physical store and to purchase it less expensively from the device instead of from their physical location. The opportunity comes from the technological ability to link the in-store (or near-store) location of individuals to other behavioral data gleaned from the mobile devices as well as to purchasing and demographic information previously collected by the store. Physical store executives believe this approach can lead to the kinds of personalized offers that will discourage showrooming and encourage in-store loyalty.

On the surface, these activities seem simply to be a struggle among sellers, but they have profound societal importance. These new retailing technologies habituate people to new realities around surveillance and personalization throughout society. Even more than the marketers and government agencies which “do surveillance,” the retail institution is playing a critical everyday role in shaping society’s understanding and experience of friendship, sharing, privacy, and anonymity. It is creating what philosopher Charles Taylor terms a new “social imaginary,” meaning the public’s common understanding of how the world works and what is “normal.”

The New Dynamics of Retailing

The new social imaginary of retailing involves a full reshaping of the store and its relation to the shopper based on surveillance and data interpretation. Here we can only mention some of the major changes taking place.

Reshaping the store’s relation to the shopper entails creating data-based and interactive interactions between the individual shopper and
A traditional way of signaling price to consumers in an 1886 summer catalog from Grands Magasin de la Samaritaine. (PD-art).

the merchant. In the words of the Forrester consultancy, the new norm is “a company in which customer knowledge is drawn from everywhere, created centrally, and shared across the entire enterprise, so all stakeholders can act upon it and measure the results.”

Doing this means seeing a known person as potentially always a shopper. It requires new approaches to customer relationships, identities, and loyalty.

The reshaping of the store refers to the merchant’s ability to alter the physical and digital manifestations of their messages, deals, and prices based on the merchant’s data-driven understanding of the individual shopper. Among the technologies emerging for these ends are geo-fencing, Bluetooth low-energy and WIFI tracking, facial recognition, digital-loyalty programs, and various mobile payment technologies. The reshaped deal comes out of the new approaches to the shopper and the store. Data points collected through the online and offline tracking technologies allow retailers to act differently toward customers based on the worth a merchant places on each person and how it affects the deal he or she receives. Two primary factors in creating dynamic deals involve an understanding of the shopper’s “lifetime value” to the merchant and the dynamic nature of competitors’ prices online and off.

Large-Scale Considerations

The large-scale habituation of the population to surveillance through shopping impacts both the retailing institution and society at large. The programs are transforming the architecture of physical and digital retailing, and the relationship between the two, in ways that make the selling environment increasingly dynamic and mutable for sellers and the individual prospect. Sellers will have to change prices constantly, introduce new products rapidly, and continually adopt new ways to define, identify, track, re-evaluate, and keep customers they define as winners. As for shoppers, the new dynamic environment will add to their stress about product quality and cost and create uncertainty regarding what stores know about them, how the stores score them, and what impact these processes have on them.

As public emporiums make greater use of customer-value algorithms, they begin to treat customers differently from one another based on information unknowable even by the customers themselves. Retailers—or the algorithms they apply to their customer databases—decide what constitutes attractive shopping agendas, information, and prices, targeting certain people rather than others. Through it all, knowingly and not, retailers are transforming data analysis into a force to be reckoned with. It seems likely, for example, that social stress about individuals’ place and value in society will rise with their uncertainty regarding what stores know about them, how the stores score them, what discount offers they present to them, and what other inducements they provide compared to what they offer other people. Shopper targeting based on arcane findings of
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The Data-Lens of the State

The data architecture of the modern state is being quietly redesigned. In parallel, central registers are being rationalized, periodic surveys replaced with flows of proprietary big data, and other datasets opened up through data portals and open data policies. And although in practice policies are rarely data-driven (it unsurprisingly turns out that political concerns generally trump data when it comes down to the vote), the data the state holds does shape the debates and scaffolds the delivery of policies and public services.

The categories that exist inside government datasets, and the balance of datasets that make it into the public domain, contribute to a landscape in which certain policies are easier to design or implement than others.

Certain groups become easier to see (or surveil), while other groups effectively disappear—unseen through the data-lens of the state.

Seeing the State

The open data movement has hopes of “seeing the state.” And in our complex modern states, effective scrutiny of power requires (amongst other things) access to machine-readable datasets. Yet, in calling for government data to be made open it’s important to consider a number of potential data and discrimination challenges.

Selective Opening of Data

First, when open data initiatives leave it to governments to decide which datasets to release, rather than creating a legally backed right to data for citizens, governments retain the power to release data strategically. They may select the datasets least likely to enable critical scrutiny, or may, as the current right-of-center UK administration did, focus on releasing decontextualized spending data, fuelling a discourse about profligate public spending in order to legitimate public sector cuts that have since been shown to impact heavily on marginalized groups.

Securing a right to data, and articulating the core elements of an “accountability stack” of datasets, are all vital to ensure open data can provide a platform for true transparency, accountability, and open public discourse.

Privacy Paradox

Second, the demand for raw and disaggregated data creates a privacy paradox. It’s generally accepted that datasets containing personal information of citizens should not be released in
full, but rather derived datasets or aggregate statistics should be released. Aggregation helps prevent individuals being singled out and discriminated against through the data.

However, in practice true anonymization is becoming harder to achieve as the number of datasets that can be cross-referenced grows. At the same time, efforts at anonymization and aggregation may lead to small groups being omitted from the data that gets placed into the public domain, making them invisible in policy discussions. For example, a small number of people with a rare but serious medical condition in a local area may simply disappear when the data is “bucketed” in order to have big enough aggregate groups for it to be suitable for release.

A deeper debate about semi-open forms of data-sharing is needed to ensure privacy can be protected, while public access to data for scrutiny and more participatory policy-making can be expanded.5

**Setting Standard Categories**

Third, many of the datasets being “opened” are, in practice, new datasets. How they are designed has important consequences. These datasets are being constructed based on new data standards in the process of being made available as open data. Many government open data policies have matured from talking of “raw data now,” to developing long-term plans to build new “national data infrastructures.”6

Standards determining the categories used in a dataset affect what it is possible to know from that
data in the future, and how easy it will be to use the data in different ways. Right now, many governments are focusing on commercial re-use of data, and so are interacting mostly with industry partners as they develop new data standards. Civil society involvement in shaping these new data architectures of the data is essential to ensure they are inclusive and sensitive to social issues.

Carefully designed standards can support decentralized decision making and action, yet often standards lead us in the other direction, towards more centralized systems, where “edge-cases” and minority needs are left out. We need to do more to understand the implications of the standards currently being built. Additional critical attention is also needed when it comes to the introduction of new flows of private data into policy making (for example, states are experimenting with use of large-scale sensor or social media data).

*If data or the algorithms used to analyze it cannot be effectively opened to widespread public scrutiny then we need to ask* whether the data should really be used to set or implement laws?

**Bringing Greater Attention to the Architecture of Dataset-State**

Moves to make government data open-by-default are one element in the contemporary re-architecting of the dataset-state. Whether these new architectures will ultimately support more inclusive public policy, or end up enabling deliberate or unintended discrimination in policy making and implementation is a question in need of much more attention than it currently receives.
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A MEASURED APPROACH

Smart Meters: The Internet in the Built Environment

We typically think of the Internet as something virtual that we deliberately access via our computers, tablets, and smartphones. In reality, the everyday world around us is becoming part of the Internet, often without us realizing it.

A good example of this is the smart grid, the next-generation electrical power grid intended to upgrade and replace aging infrastructure, enhance energy conservation, and provide real-time information for both customers and utility decision making. Smart meters, a component of the smart grid, are energy meters installed at residences that can capture a constant stream of data about your home’s energy use. This data is stored and analyzed by the electric company to identify energy usage patterns, and you may also be able to get feedback in real-time. In the United States, the American Recovery and Reinvestment Act of 2009 funded more than $3.4 billion in grants for smart grid development, and by July, 2013, nearly 40 percent of households in the United States were equipped with a smart meter.

Moral Metering

At first, it might seem that the collection of data about our energy use is not too worrisome, especially when there is the possibility of meaningful benefits, such as lessening our reliance on oil or lowering the cost of energy use. However, the introduction of residential smart meters poses a number of ethical challenges related to security, privacy, and “ensuring social justice both in terms of access and cost of electric power service.”

The Devil Is in the Detail

First, the amount and level of detail of the data collected will greatly increase. Each appliance in our homes gives off a unique signature based on its energy use, and even the specific television programs or movies we watch can be deduced. Manufacturers are also increasingly introducing “smart appliances” with features such as remote control apps for smartphones, which can interface with smart meters and control them (e.g., turn off certain appliances during peak energy-use periods).

Absent appropriate security and privacy policies, our data may potentially be transferred or sold (willfully or not), and they may be combined with other data about us.

Smart meter hacking is another well-documented issue, and there is potential for bad actors to spoof energy usage or conduct surveillance for the purpose of committing crimes.
For example, security researchers hacking smart meters were able to determine how many personal computers or televisions were in a home, as well as what media were being consumed.5

**Citizens’ Expectations**

In my interviews with citizens about how they expect data collected from smart meters to be used, participants have expressed concern about unauthorized use and sharing of personal data. One citizen noted that, “Ideally, I hope there are constraints on the sharing of this information, that there is this wall of consent that you have to go through, even though it’s annoying... but who knows? It’s so hard to anticipate how information will move, because there are ways it can be leaked.” Another concern was the blurring distinction between our homes and public space:

“Honestly, I don’t personally feel that I am doing anything, like, unethical or illegal in my home, but I know there are people that feel that what they do in their own home should not be information that should be available to people outside the home.”

Some citizens were also concerned about the possibility of inferences made from smart meter data, such as medical information or political views that could be used to discriminate in an unjust manner. As one participant noted, “[T]he energy use itself would not be troublesome, but perhaps it could give clues to the types of devices that people have in their homes. So, for example, if you have a certain health problem, and a certain device is used in the home is used to help you, then companies could access or make assumptions or inferences into the types of health problems you have.”
Even where data are stripped of personally identifiable information to protect your identity, inferences based on other data could pinpoint you and leave you at risk for harm. The problem is not that these technologies exist—as most participants welcomed any potential way to improve energy efficiency, security, or cost savings. However, as one participant explained, “[R]ight now, for most people, they are looking at the consumer side of it. They are very excited about the possibilities of electronics being more responsive and alert, and so I think that part of it is great. But I think in the long term, eventually, we have to think about how is energy data being used? What inferences can people make from it? What companies will be collecting data. That’s also equally important.”

A More Measured Approach

The problem is that citizens are not fully informed about related risks and that most are not yet a part of the discussion about what personal data is collected, how it is used, and who has access to it.

How can we reap the many benefits of technologies like the smart grid/smart meters without risking a loss of personal privacy, loss of a job or housing, or government intrusion into one’s home life?

Transparency is a necessary first step. We need to have more awareness about what data are being collected and have a say about whether they will be shared beyond their original context. We have a right to take part in the discussion about what personal information is actually needed to provide meaningful improvements to our lives, and to set boundaries when we believe the collection poses no larger individual or community benefit.

The development of smart grid technology should take citizens’ privacy concerns into account from the very start through techniques like Privacy by Design. Citizens should not be forced to choose between privacy and energy conservation (or privacy and cost savings). Designed with privacy at their core, the smart grid can enhance our lives while simultaneously protecting our data.
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Spammers, Scammers, and Trolls: Political Bot Manipulation
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Social bots, bits of code that generate content and mimic real social media users, are nothing new. Since the launch of Friendster and MySpace, social networking platforms have regularly featured fake accounts. Savvy programmers, spammers, and promoters use these automated profiles to generate clicks (“like” stuff and sell stuff), pad follower lists (fake popularity), and collect information (sort, borrow, and steal data). According to news reports, Facebook has more than 83 million illegitimate accounts, and Twitter—approximately 20 million.

**Loops of Manipulation and Misdirection**

What is relatively new and on the rise is the cunning use of social bots by politicians, astroturf activists, and ideological extremists. These “political” bots and the messages they produce represent a new form of discriminatory computational propaganda. Via targeted spamming and other tactics, political bots drown out oppositional voices, demobilize activists, and promote the status quo.

For example, in South Korea, public servants in the cyber warfare unit of the Defense Ministry used bots to propagate messages in favor of President Park Geun-hye and Saenuri Party, including some which attacked political rivals. Though discerning the precise impact of these messages is difficult, their occurrence has heightened concern throughout the country: President Park won the election by a margin of a million votes. In Syria, intelligence officials have also used bot followers to both bolster government credibility and stymie opposition within a context of civil unrest. Meanwhile, the militant group, Islamic State of Iraq and Syria (ISIS), uses bots to trick Twitter, giving the world the impression of having a large following on social media, when in fact it “ghost-Tweets” its messages. Because messages come from otherwise ordinary functioning, legitimate Twitter accounts, Twitter filters aimed at curbing socially mediated hate speech fail to detect these examples of bot messaging.

Political bots have the capacity to produce an unending loop of manipulation and misdirection. Any political group can buy and deploy a bot as easily as an individual zealot: as a recent *New York Times* article put it, friends and influence are cheap and for sale online. New developments in social bot technology allow fake accounts to operate in complex, multifaceted, ways. These pieces of software not only search for and collect data from social media sites—by scraping sites for individual and group identifiers—they also use this data on such sites to manipulate, censor, and isolate specific populations.

As a result, political bots are able to impact online identity building by blurring the line...
between fake and real users. How might young people, for instance, be affected by political messaging from friendly and real-seeming bot accounts?

The online popularity and influence of politicians is also tainted by the presence of bots. A recent *Político* piece reported that bots have “infiltrated nearly every politically linked account from the White House to Congress to the 2016 campaign trail.”

Finally, aspects of peoples’ ability to make cross-cultural connections via social media are also at stake. What happens when a religious or cultural group is drowned out by a bot-led barrage of hateful messages that seem to come from other, oppositional groups?

**Activists vs. Bots**

While few responses to bot-generated social media attacks exist, some innovators are beginning to experiment with alternate uses of bot technologies in a political context. A technologist at the Electronic Frontier Foundation created Block Together, which allows users to collect and share lists of blocked users with their social networks, including bots that pollute social media feeds. “Watchdog” bots help with transparency efforts by monitoring Wikipedia edits coming from government I.P. addresses. An anti-abortion bot gained international attention when Internet users turned its own design against it, forcing it to tweet Rick Astley lyrics (instead of anti-abortion

messages). Trolling-the-trollers may become a way to promote social causes or combat automated political manipulation.

**Looking Forward**

The type of computational propaganda wrought by bots represents one of the most significant developments in social media. Bot software will continue to evolve, and the presence of artificial intelligence on social media platforms will grow. Because of this, it is essential to build understanding of how governments use and interact with security firms and hackers who program and deploy bots for political use. The opinions of these bot builders, and of those who track and disable bots, will be crucial to combating new types of data-driven discrimination.
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Big data seems new and sexy, so we ignore its past and concentrate on its most recent manifestations: the collection of online commerce data, government monitoring of cell phones and email. But the use of large electronic data sets to track, control and discipline U.S. citizens has a long history, going back at least thirty years.

Databasing efforts responded to new technologies that could streamline government process, of course, but also to social movements’ successes highlighting corruption and bias in public programs. The National Criminal Information Center (NCIC) and New York’s Welfare Management System (WMS), for example, were designed in 1967 and 1971, respectively, at the height of efforts by the civil rights and women’s movements to expose discrimination in law enforcement and public assistance.

High-profile corruption and government surveillance scandals—the Frank Serpico case, COINTELPRO and the Church Commission—exposed systemic police and intelligence community abuses that horrified the nation. New groups, many of them women of color, were suing for—and winning—equal access to public assistance, an end to discriminatory and arbitrary rules, and the right to retain benefits when engaged in fair hearings.1

The Rise of Technologies of State

New digital technologies were integrated into public services under the banner of making policy more fair, transparent and efficient. However, by the early 1970s, a worsening recession threatened efforts to end discriminatory practices in law enforcement and welfare. More people became eligible for programs that enjoyed less public support. Tough economic times resulted in what was widely reported as an “urban crime wave,” bolstering support for law-and-order tactics.

Caught between increasingly stringent equal protection and due process rules and community backlash against spending, elected officials and state bureaucrats performed a political sleight-of-hand. They commissioned expansive technologies that supplant, rather than supporting, the decision-making of frontline public service workers. Automated processes and algorithms increasingly replaced the discretion of welfare caseworkers, police officers, and public school teachers. While this solution curtailed the worst of discriminatory treatment by individual public servants, stereotypes about the meaning and the targets of public programs were built in to the original code of these systems, leaving a structural legacy of racism, classism, and sexism.

Design documents from the New York State archives show that an explicit goal of the WMS, for example, was to curtail the growth of welfare programs. The system was built to “reduce unauthorized or excessive payments,” strengthen penalties against welfare recipients, “look over the shoulder of caseworkers,” and provide increased state oversight of local social service offices.
These “social specs” for public service technology were based on time-worn, race- and class-motivated assumptions about welfare recipients: they are lazy and must be “prodded” into contributing to their own support, they are prone to fraud, and they are a burden to society unless repeatedly discouraged from claiming their entitlements. Designers also drew on stereotypes about public employees: that they lack motivation to do their jobs well, are generally incompetent, and need oversight to limit their discretion.

**Computerized Decision-Making**

Early databases developed into the intelligent decision-making systems in public services today: NCIC begat CompStat which begat predictive policing and fusion centers; WMS was the first step towards the automated eligibility systems we’ve seen in Indiana and elsewhere.²

Digital systems are primary decision-makers in public policy.

These early big data systems were built on a specific understanding of what constitutes discrimination: personal bias. Discrimination can only be individual and intentional, a caseworker applying welfare eligibility rules more strictly to African American mothers, a police officer finding white citizens somehow less suspicious. By contrast, computers judge “fairly,” applying rules to each case consistently and without prejudice.

According to legal scholar Danielle Keats Citron, digital systems today go beyond applying procedural rules to individual cases; instead, these systems are primary decision-makers in public policy.³ A computer system can terminate your food stamps, exclude you from air travel, purge
Paper is an increasingly rare site at the front desk of the nation’s public assistance offices. In some states, eligibility determinations are automated and are managed by call centers, not caseworkers. “Welfare Office.” Photo by Jacob Norland. CC-BY-2.0.

you from the voter rolls, or decide if you are likely to commit a crime in the future. This presents significant challenges to due process, procedural safeguards of administrative law, and equal protection assurances. How can you prove a discrimination case against a computer? Can due process be violated if an automated decision-making system is simply running code?

Solutions

The “social specs” that underlie our decision-systems and data sifting algorithms might be called legacy system prejudice. Uncovering and reprogramming them is a key challenge to creating fair data policy.

So is evening out power relationships around access and control of information. Participatory approaches to public service IT design may result in more effective decision-making, better matching of resources to needs, more timely feedback, and improved relationships between recipients, workers, and government.

For example, in most social service offices, computer displays and case data are only visible to workers, not recipients. By simply adding a second monitor showing recipients real-time case information, eligibility determinations, and available resources, public service programs could equalize casework relationships, provide more appropriate support, and increase recipients’ self-determination.

Legacy system prejudice is a key challenge to fair data policy.

Co-designed digital systems can lead to outcomes that are both more effective and more just. The self-sufficiency calculator for New York City, designed by the Women’s Center for Education and Career Advancement with their partners and clients, helps adults get the support and resources they need to stay in the workforce—and with a live person on hand to assist individuals in sharing and evaluation of financial needs. Notably, the calculator is programmed to make sure that individuals receive the maximum entitlement they are allowed by law—not to construct roadblocks that weed out all but the most desperate.

It may be impossible to root legacy prejudice completely out of our existing big data systems. However, shifting public service IT design processes away from expert-based, top-down models to more participatory approaches and challenging assumptions about public service recipients and employees will go a long way to achieving more just outcomes.
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YOUR POSITION IN THE NETWORK MATTERS

It’s Who You Know

We live in a highly networked world, in which our social connections can operate as both help and hindrance. For some people, “who you know” is the key to getting jobs, or dates, or access to resources; for others, social and familial connections mean contending with excessive surveillance, prejudice, and “guilt by association.”

Along with information about who you know, technical mechanisms that underlie the “big data” phenomenon—like predictive analytics and recommendation systems—make imputations about who you are, based on your practices and preferences. If two people like Zydeco music and rare birds, they might be more likely to purchase the same products. Similarly, you are more likely to share tastes with your friends than with a random stranger. Marketers can gain tremendous insight from this information. But while this may be useful to find customers or limit the financial risk of insurers, these same mechanisms, left unchecked, can lead to discriminatory practices.

Across the board, we must recognize that we have very little control over how information about us is gathered and used, and that the networked nature of modern life can lead to very different outcomes for different groups of people—despite our aspirations to equal opportunity.

Discrimination by Network?

In the United States, most companies are required to be equal opportunity employers; discrimination on the basis of race, sex, creed, religion, color, and national origin is prohibited. Additional regulations forbid many employers from discriminating based on age, disabilities, genetic information, military history, and sexual orientation. However, there is nothing stopping an employer from discriminating on the basis of personal network. Increasingly, algorithmic means of decision-making provide new mechanisms through which this may occur.

There is nothing stopping an employer from discriminating on the basis of personal network.

The social network site LinkedIn is useful for both employers and employees. The latter often use the site to create a public résumé. In doing so, they don’t just list their previous work experience, but they also identify who they know and solicit endorsements from these connections. Employers use LinkedIn and other social network sites to determine “cultural fit,” including whether or not a candidate knows people already known to the company. This process rewards individuals on the basis of their networks, leading companies to hire people who are more likely to “fit the profile” of
their existing employees—to the detriment of people who have historically been excluded from employment opportunities. While hiring on the basis of personal connection is by no means new, it takes on new significance when it becomes automated and occurs at large scale.

What’s at stake in employment goes beyond the public articulation of personal contacts. While LinkedIn is a common tool for recruiting and reviewing potential professional employees, fewer companies using it for hiring manual or service labor. For companies who receive thousands of applicants per opening—especially those who are hiring minimum wage or low-skill labor—manually sorting through applications is extremely time consuming. As a result, applicant tracking and screening software is increasingly used to filter candidates computationally, especially at large enterprises. Don’t have the right degree? Rather than getting a second glance because of your experience, you’re automatically screened out. Didn’t use the right buzzword in your list of skills? Your application will never surface. This creates a new challenge for potential applicants who must learn to game the opaque algorithms that they encounter before a person actually takes a glance at them. Such knowledge is often shared within personal networks, so much so that if you’re not properly connected, you might not even know how to play the game. While such systems create ethical dilemmas, it is unclear who should be accountable for the potential discrimination such systems exacerbate.

People’s networks reveal a lot about who they are through whom they know. The structure of a social network graph may appear innocuous, but these networks are often shaped by race, class, ethnicity, religion, gender, and other protected categories. Networks can easily be discerned from social media. Visualization by Gilad Lotan. CC-BY-SA.
Applying for a job is increasingly mediated by technology, both explicitly and implicitly. Photo by Richard, CC-BY-SA 2.0.

Solutions

Discussions around privacy and fairness in a data-centric world typically rest on the notion of individual control over information, but our networks reveal a great deal. While American law and much of society may focus on the individual, our identities are entwined with those of others. Algorithms that identify our networks, or predict our behavior based on them, pose new possibilities for discrimination and inequitable treatment.

Networks are at the base of data analytics, yet our social and legal models focus on the individual.

Networks are at the base of how contemporary data analytics work. Yet, our social and legal models focus on individual control over information, individual rights, and individual harm. Discrimination law can no longer be solely regarded as guaranteeing rights for an individual member of a protected class. The notion of a protected class remains a fundamental legal concept, but as individuals increasingly face technologically mediated discrimination based on their positions within networks, it may be incomplete.

In the most visible examples of networked discrimination, it is easy to see inequities along the lines of race and class because these are often proxies for networked position. As a result, we see outcomes that disproportionately affect already marginalized people. And, yet, as these systems get more sophisticated, it becomes increasingly hard to understand what factors are inputted or inferred in complex algorithms that seek to distribute limited resources. This is not simply a matter of transparency; many of those who design or use these systems have little understanding of how algorithmic decisions are made based on the millions of points of data fed into the system.

We must rethink our models of discrimination and our mechanisms of accountability. No longer can we just concern ourselves with immutable characteristics of individuals; we must also attend to the algorithmically produced position of an individual, which, if not acknowledged, will be used to reify contemporary inequities. Racism, sexism, and other forms of bigotry and prejudice are still pervasive in contemporary society, but new technologies have a tendency to obscure the ways in which societal biases are baked into algorithmic decision-making. Not only must such practices be made legible, but we must also develop legal, social, and ethical models that intentionally account for networks, not just groups and individuals.
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   http://www.datasociety.net/initiatives/future-of-labor/.
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Working the Data

Big data promises a future of fairer hiring decisions, a future in which an applicant’s prospects no longer turn primarily on the reputation of her alma mater. Empowered by so-called “workforce analytics,” companies will instead tap new sources of data that capture qualities that are demonstrably more predictive of job performance and more proximate to the skills demanded of the job.¹

The New York Times, for example, describes how the tech start-up Gild seeks out talented programmers whose lack of traditional credentials might render them invisible or inscrutable to employers. Gild instead looks to the popularity of users’ code on GitHub, which the company views as a far stronger sign of skill, evident in other developers choosing to reuse the code.²

This recruitment strategy and others like it have been rightly embraced as a way to overcome some of the structural impediments to finding capable job candidates in historically disadvantaged populations—candidates who have fewer opportunities to obtain the traditional training that others commonly highlight when applying for jobs.

The White House has even endorsed this approach, heralding companies that perform similar kinds of analyses as important new actors in the fight against prejudice and bias in hiring.³ And if these new predictors of talent are widely adopted, the reasoning goes, a more diverse workplace will naturally follow.

A Particular Kind of Problem-Solving

There are good reasons to welcome these developments, but consider, for a moment, the specific problem that data are helping to solve in this case—and the problems that they are not.

Hiring managers adopt these tools to improve the process of searching for and sorting between job candidates. As a recent story in the BBC explains, “[a]nalysís of historic data from tens of millions of job applicants, successful or otherwise, is helping employers predict which new candidates are likely to be the best based on a comparison with the

Workforce analytics have tended to focus entirely on one side of the equation, offering a plethora of new techniques to assess workers and far fewer tools to evaluate the effects of workplace policy.

career paths, personalities and qualifications of previously successful employees.”⁴ This entire approach to hiring assumes that future job performance depends exclusively on the qualities of the applicant. Taken as both unproblematic and unchangeable are the institutional policies or norms that affect who is more likely to excel at a
job or pass through the ranks.

There is an important alternative explanation for any finding that suggests that people with certain characteristics are less likely to be effective on the job: that the conditions of the workplace are less conducive to their flourishing.

Assessing the Role of the Workplace

Workforce analytics have tended to focus entirely on one side of the equation, offering a plethora of new techniques to assess workers and far fewer tools to evaluate the effects of workplace policy. Indeed, most applications of data mining reduce human resource decisions to a matter of arriving at the right choice of candidate, and accept as a given the conditions that contribute to uneven rates of success among different parts of the workforce.

Consider what this might mean for groups that have been—and remain—subject to discrimination. For women, data mining could have the perverse effect of legitimating or obfuscating the formal policies and subtle dynamics that account for differences in their career paths or perceived success in the workplace.

With some thought, however, data could illuminate areas of corporate practice that keep women from being as prosperous as their male colleagues.

Working Out the Cause of the Problem

Though such uses of data are relatively rare, there are some instructive examples. Google, for instance, noticed that the company failed to promote its female employees at the same rate as
Data can illuminate the dynamics that keep historically oppressed and disadvantaged populations from finding as much success on the job as their peers. Photo by Eric Constantineau, CC BY-NC 2.0.

Men who received similar evaluations, suggesting that women faced some artificial barriers to advancement. Social scientists have documented similar disparities in many other areas of employment and have offered many explanations ranging from outright prejudice to implicit bias to far more subtle organizational and structural factors.

In this instance, however, Google was able to probe its data further, test hypothesized explanations, and tease out the primary mechanism at work. The company's unusual approach to promotion, in which employees have to self-nominate, seemed to play an important role. For a whole host of reasons, women had been less likely to put themselves up for consideration. Google was able to adjust its strategy to compensate for these dynamics and to bring promotion rates among women and men closer to parity.

**Much More Work to Do**

Data has many potential roles to play in advancing the interests of the historically oppressed and disadvantaged. Purging prejudice and implicit bias from the up-front sorting of job applicants is an important goal, however unrealizable. But far more work needs to be done that leverages data to both expose and address the institutional and structural conditions that continue to unfairly shape the career paths and prospects of many members of society. Data can and should reveal opportunities to adjust workplace policy and practice that give equally capable employees an equal chance at success.
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