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INTRODUCTION

Hacking by law enforcement has been front page news since the FBI purchased a tool to bypass the security of an encrypted iPhone while investigating the San Bernardino shooting. However, this type of hacking is nothing new: it has been over fifteen years since the first known case of police intrusion into a computer as part of an investigation.\(^1\) While it is uncertain when this behavior began, we are sure that, as of 1999, that the government had begun to use technological skills to access private digital networks and material in the process of investigating crimes.\(^2\) Hacking methods can be as simple as using a USB drive to install a malicious program, or tricking users into opening a phishing email, and as complex as tools that rely on previously unknown or “zero-day” vulnerabilities to allow a hacker to bypass the sophisticated security functions of a mobile phone’s operating system.

Despite being a key tactic for law enforcement since the turn of the century, hacking didn’t become a major topic of public discussion until the San Bernardino iPhone hack.\(^3\) That case received such widespread media coverage that even the general public was talking about the ways that law enforcement could, or could not, access the devices that we all carry in our pockets. But the repercussions of investigative hacking are unclear, and important questions must be asked when evaluating policy options to address the issue: what procedural and substantive standards must be met when the government seeks authorization to hack? Under what legal authority can this type of hacking be authorized? Could the hack damage the targeted device or infect untargeted devices? How can the privacy of third parties be protected when investigating a single individual? Should law enforcement be able to target only specific individuals, or everyone that visits a particular website or uses a particular service? How should law enforcement minimize the collection of data that isn’t relevant to their investigation? These are all critical questions, yet law enforcement has taken very few steps to provide clear information about their procedures, tools, or tactics when it comes to their hacking activities.\(^4\)

Understanding the history of government hacking is important in order to engage more people in the ongoing policy discussion. This paper focuses on a selection of illustrative historical cases, with the understanding that due to the secret nature of government investigations, we can only know a fraction of the hacking that has taken place. This overview highlights major trends in investigative hacking and will hopefully foster more inquiries into these practices by policymakers and the public.
The first known case of hacking by U.S. law enforcement was in an investigation into the Italian-American mafia. In January 1999, the FBI searched the New Jersey property of Nicodemo Scarfo, who was under suspicion of running an illegal gambling business. When agents downloaded the contents of Scarfo’s computer, one file was encrypted, using a program called “Pretty Good Privacy” or PGP. Agents believed this to be the file containing the bookmaking information that would have incriminated Scarfo, but it was not enough evidence to arrest him.

A few months after the initial search, in the spring of 1999, the FBI secured a warrant to secretly install a Key Logger System (KLS) – technology that, as the name would suggest, had the ability to record what was typed into Scarfo’s computer. The FBI hoped the tool would help retrieve the password to Scarfo’s PGP key.

On May 10, 1999, after securing the key logging warrant, FBI agents snuck onto Scarfo’s property and installed the technology onto his computer. After 14 days, the keylogger had collected the necessary data to decrypt his bookmaking file, and Scarfo was arrested and charged. But in a two-year pretrial court fight, Scarfo challenged the legality of using the key logging software, claiming that the tool was akin to wiretapping and that the FBI had not obtained the proper warrant for its use. In August 2001, the judge ordered the FBI to provide more information on exactly how the keylogging software worked. They responded by filing a memorandum claiming that the technology was classified, and that revealing specifics would make the keylogger useless in future cases. The judge ultimately rejected the defense’s argument to have that specific evidence excluded and, in March 2002, Scarfo pleaded guilty.

During the Scarfo trial MSNBC reported on a new key logging software named “Magic Lantern” that the FBI could deliver remotely over email (unlike the keylogger used in the Scarfo case which had to be physically installed on the suspect’s computer). Technology that could be installed remotely was a new development, and showed a significant advancement in the hacking strategies used by U.S. law enforcement. Although there are no publicly available warrants that describe law enforcement deploying Magic Lantern, there was a case in 2007 of two ecstasy manufacturers using PGP, in which law enforcement used a keylogger that may have been remotely installed. In that same year, an even newer forensic hacking tool, called CIPAV, started grabbing headlines.
On May 30, 2007, a handwritten bomb threat was discovered on the campus of Timberline High School in Washington state. The school was evacuated, but no bomb was found. On June 4th, an e-mail to the school warned that the school district would go offline and that day, the Lacey School District computer network was hit with a Denial-of-Service attack that brought down their computer network. Over the next three days, the school received several bomb threats sent by e-mail from different accounts, all of which were traced to a hacked server based in Italy. At the same time, a MySpace account was created under the name “timberlinebombinfo” and added 33 Timberline students as friends. After each threat, the students were evacuated, but a bomb was never discovered. Because the perpetrator was using a proxy server to obscure their true location, law enforcement could not simply request the user’s information from MySpace – they had to get more high tech.

On June 12, the FBI secured a search warrant allowing them to use a Computer and Internet Protocol Address Verifier (CIPAV). In the search warrant affidavit, law enforcement stated that CIPAV would collect the suspect’s computer Internet Protocol (IP) address, Media Access Control (MAC) address, operating system information, what internet browser they were using, their computer username, registered computer name, and internet history. After sending this information back to the FBI, CIPAV would monitor the electronic communication activity—but not the content of the communications—of the computer for 60 days. When a computer accesses a website, the computer sends information about itself to the website over the network to inform the website how a web page should display to the user. CIPAV exploits this function by diverting the information that the computer sends to an FBI server.

The spyware was successful in revealing the true location of the computer that sent the bomb threats, and the FBI arrested a 15-year-old Timberline student who pleaded guilty to three charges related to the incident. Based on public records, we know that the FBI has sought search warrants and Foreign Intelligence Surveillance Court orders to use CIPAV.
in at least eight criminal investigations since 2005, including cases that dealt with the impersonation of an FBI agent and the hacking of NASA’s Jet Propulsion Laboratories. As early as 2002, however, an internal memo was circulated warning law enforcement that overuse of this technique could result in exclusion of important evidence in court. This means that CIPAV has been popular for a long time, and much more so than the public records illustrate.

THE COURT PUSHES BACK ON A HACK

In March 2013, the FBI approached Magistrate Judge of the Southern District of Texas Stephen Smith with a warrant request to locate unidentified persons who had hacked into an email account belonging to a resident of the district. The victim had discovered that the hacker(s) had created an almost identical fake email address and tried to use it to wire money from victim’s bank into a foreign account.

The warrant requested authorization to install software onto the computer that was used to create the email address in order to identify the user, but in this case the FBI did not know where the computer they sought was located. The search warrant application did not clarify how the software would be deployed, although the judge speculated that it would be by contacting the fake email address. However, the document did specify that the software would collect the computer’s IP address, internet history, saved usernames and passwords, documents, chat messages, and other correspondence. The FBI would also record when the computer was in use, catalog which applications were running, monitor the computer’s physical location, and periodically take photographs from the target computer’s camera.

Judge Smith rejected the warrant request. It could not be verified that the computer was in his district, a prerequisite to his being able to issue the warrant under Rule 41 of the Federal Rules of Criminal Procedure, and he also raised concerns that the requested search would violate the Fourth Amendment’s protection against unreasonable search and seizure. In addition, the judge denied the FBI’s request to exploit the infected computer’s camera to conduct video surveillance. Warrant requests for video surveillance require that the FBI prove that other less intrusive means of obtaining the sought evidence are either ineffective or infeasible. The FBI must also demonstrate that agents will employ measures to limit the video feed to only that which records the criminal act or identifies potential suspects. In this case, the FBI failed to meet either of these requirements.

However, Judge Smith’s denial of the warrant request is not binding in other cases. The government continues to seek, and obtain, warrants for such investigative hacking, while also seeking changes to the federal rule on which Smith based his opinion.
Hacking the Onion Router

Tor, short for The Onion Router, is a network that disguises the identity of users by transmitting their internet traffic through a series of encrypted nodes. The computers that act as relays serve as “layers” (hence the name onion) of protection, ensuring that a user’s original Internet Protocol address is masked so that they can browse anonymously. In addition to allowing anonymous browsing, Tor enables “hidden services”, which allow for the anonymous publication of websites that aren’t indexed by web searches, and hides their geographic location behind layers of routing. Users can take advantage of the Tor technology in a variety of ways; the simplest is to use the Tor Browser, a version of Mozilla’s open source Firefox web browser that integrates Tor functionality.

Users of Tor and these hidden websites have long been targets of law enforcement hacking, even though many Tor users are law-abiding advocates, journalists, and human rights defenders trying to evade surveillance and censorship by repressive governments, or just average citizens trying to protect their privacy. But Tor also appeals to criminal users, and there are several known cases of the FBI targeting Tor websites or users in criminal investigations. For example, “Operation Onymous” was a coordinated effort between multiple international law enforcement agencies that targeted hidden websites selling drugs and other contraband, including Topix, Black Market, and Silk Road 2.0. Although it is unclear what technology was used to infiltrate these organizations, the sheer number of Tor-hosted sites affected raised concerns about whether unknown vulnerabilities in Tor might have been exploited, as well as concerns that innocent Tor users had been compromised. When asked, a representative from Europol responded “This is something we want to keep for ourselves,” he said. “The way we do this, we can’t share with the whole world, because we want to do it again and again and again.”

The FBI has also targeted various organizations and individuals accused of facilitating the distribution of child pornography using Tor hidden service sites. In 2012, the FBI was accused of exploiting a vulnerability in the Firefox browser to target Tor users who were connecting to sites hosted by Freedom Hosting, a web hosting service that operated within the Tor network and allegedly hosted child porn websites. The malware was used to target the specific version of Firefox that makes up the basis of the Tor Browser Bundle, and included malware that would expose the user’s real IP address. The technology’s behavior and the fact that the servers receiving the exposed IP addresses appeared to be based in Northern Virginia...
is consistent with what we know about CIPAV, a tool that was touched on earlier in the paper. The targeting of Freedom Hosting users was of particular concern because it impacted countless users of legitimate Freedom Hosting-hosted services such as the private Tormail email service.40

Most recently, and at the largest scale we know of so far, the FBI infiltrated the child pornography website Playpen as part of an investigation called Operation Pacifier.41 In the beginning of the investigation, the FBI struggled to identify who was running or using the website because, like some other known child pornography sites, it was using Tor. But in December 2014, a foreign law enforcement agency tipped off the FBI about an IP address associated with Playpen. After a month of investigation, FBI agents located, and, with a warrant, seized the North Carolina server that had hosted the website.42 The FBI copied the contents of the server onto its own server in Virginia and became the host of Playpen, continuing to serve child pornography to the site’s visitors.43 On February 2nd, 2015, the FBI successfully applied for a search warrant to utilize a “network investigative technique” (NIT) to circumvent the anonymity of the Tor browser and identify the users on Playpen.44 The NIT, although called a technique, is simply the latest version of the same type of surveillance software that the FBI has used since at least 2002 to investigate other crimes ranging from computer hacking to bomb threats.45

In this case, the malware was embedded in several of Playpen’s forums that covered particular child pornography themes.46 The NIT caused computers that accessed those Playpen forums to send their location and operating information to an FBI computer.47 From February 20th to March 4th, the FBI hosted Playpen and collected over 1,300 “true” computer addresses that resulted in 137 individuals in the United States being charged for crimes related to child pornography.48 The FBI’s investigation did not only target computers in the United States, however. Remote searches under Operation Pacifier extended to Greece, Chile, Denmark, Colombia, and Austria.49

In the transcript from a January 2016 Playpen hearing in Washington state, the defense attorney questioned the legality of the search warrant that was issued to the FBI.50 What authority did a judge in the Eastern District of Virginia have to approve a search that was executed thousands of miles away on a computer in Washington state? On top of that, how could one search warrant legally have been carried out across multiple state lines (and even national borders) and be used to arrest over 100 individuals?51 Defense attorneys in the Playpen cases have asked the government to reveal the technology behind the Playpen spyware, but the government has refused to share much information. Even Mozilla, the company associated with the Firefox browser, was not able to force the FBI to reveal the web browser security flaw it had exploited, even though the company argued that the exploit threatened its customers’ security.52 In response to the FBI’s non-disclosure, or arguments that the FBI violated Rule 41, judges have thrown out the evidence obtained by the hacking tool in Playpen cases in Washington, Oklahoma, and Massachusetts.53 However, in a Playpen case prosecuted in the same district where the warrant was issued, a judge ruled that the defendant was not entitled to the spyware’s source code and had no expectation of privacy online.54 These conflicting rulings bring us back to the questions raised at the beginning of this paper – questions that the courts and Congress have yet to sort out.

When asked, a representative from Europol responded “This is something we want to keep for ourselves,” he said. “The way we do this, we can’t share with the whole world, because we want to do it again and again and again.”
On December 2, 2015, Syed Rizwan Farook and Tashfeen Malik attacked a holiday party at Farook’s office in San Bernardino, California. The two individuals killed 14 people before being killed themselves in a shootout with law enforcement. In an attempt to conceal information from law enforcement, the perpetrators erased and smashed their mobile phones and computer hard drives. Left undestroyed was an iPhone 5C that was issued to Farook as a work phone by the city of San Bernardino. Farook’s iPhone had an encryption-enforced security feature set to erase all data from the hard drive after 10 failed attempts to key in a passcode, ensuring that any attempt by the FBI to try all possible passcode combinations (a method known as “brute forcing” the passcode) risked loss of potential evidence. Sometimes law enforcement is able to access iPhone data, even from a locked device, when that data has been automatically backed up to Apple’s iCloud servers. However in the hours after the shooting, the FBI inadvisedly asked a San Bernardino county technician to reset Farook’s iCloud password, preventing the phone from backing up any new information. Because of this mistake, only data from six week before the attack was recoverable. This left the FBI with only one option — find a way to hack the physical device.

In February 2016, the FBI obtained an order from a judge that required Apple to help law enforcement circumvent its software’s auto-erase and passcode delay functions by modifying the operating system on Farook’s phone. Apple released a statement that it planned to appeal the order, arguing that the U.S. government was asking the company to put customers at risk by weakening the security of the iPhone. This only intensified the debate on backdoors and encryption. Apple said that to comply with the FBI’s request, the company would need to create a new version of the phone’s operating system (iOS) that would allow law enforcement to break into the iPhone — a move that Apple stated would “undeniably create a backdoor.”

In response, many major tech companies, including Google, Facebook, Twitter, Yahoo, and Ebay, as well as advocacy groups, academics, and technical experts filed briefs in support of Apple’s appeal. This resulted in much debate about whether a company could or should be legally required to circumvent the security of their own product, and whether a concession from Apple would create legal precedent to undermine other technology in the future. However, on the eve of court arguments, the Justice Department dropped its request for a court order compelling assistance from Apple: a
third party had come forward and successfully helped law enforcement unlock the phone. The FBI reportedly paid approximately $1 million for the hack.66

The San Bernardino iPhone hack is a public confirmation of the FBI’s long-reported practice of purchasing hacking tools.67 However, in a briefing with reporters, the FBI Director expressed a desire to “use the tool to help in other investigations,”68 and the FBI refused to disclose any information to Apple about vulnerabilities in its iOS software. It also refused to submit the tool to the interagency government process—the so-called “Vulnerability Equities Process”—that decides when the government should disclose the vulnerabilities it buys or discovers.69 And, contradicting the FBI’s earlier claims that this was only about a single phone, local law enforcement agencies across the country have been requesting assistance to hack phones in their own cases.70

In April 2016, the Supreme Court submitted to Congress revisions to Rule 41 of the Federal Rules of Criminal Procedure, which regulates search warrants. These revisions aim to address the difficulties law enforcement faces when conducting investigations where suspects have used anonymizing technology.71 Such technology includes the Tor browser service used in Playpen, or proxy servers like the one utilized by the student from Timberline High School. Two significant changes were introduced in these revisions: they allow a judge from any district with jurisdiction over the crime to authorize a warrant when the search involves a device using anonymizing technology, and they permit the FBI to use one warrant to search compromised computers when the investigation involves devices located in five or more districts.72 If Congress does not pass a bill rejecting the proposed amendments by December 1st, 2016, they will automatically go into effect.73 These revisions will certainly make it easier for the government to hack lawfully, even though we know that law enforcement has been hacking for more than 15 years without this authorization.

It is clear that from 1999 to 2016, U.S. law enforcement’s hacking capabilities dramatically expanded.74 It began with something as simple as physical installation of spyware onto a single computer,75 and has evolved into the ability to infect thousands of computers from one FBI server.76 But just as the technology used to hack computers has progressed, so has the technology that helps to limit law enforcement access to user data. Encryption and anonymization technology are stronger than ever before, and so law enforcement has become more reliant on the use of vulnerabilities—security flaws in software and hardware—to access information on their targets. The FBI has been reluctant to share the functions of their hacking technology,
or the vulnerabilities they exploit, allowing them to repeatedly use tools like CIPAV and the tool used to hack Syed Rizwan Farook’s iPhone. This behavior raises the question of whether or not law enforcement leaves citizens’ communications, data, and systems insecure by refusing to disclose information that would allow companies to patch their products and protect their users. The history of technology used in government hacking has been a back and forth between investigators and those they investigate, each trying to use the newest software or system in order to achieve their goals.

The United States is at a fork in the road, and we must consider what role law enforcement hacking should play in criminal investigations. With the imminent changes to Rule 41, the power to push back against forensic hacking resides in the courts and in Congress. At the same time, more and more crimes have a technological component and investigators will have to address these challenges. So where do we stand? If Congress allows the changes to Rule 41 to take effect, judges will be responsible for determining when a warrant for hacking is appropriate, as they have done in other cases for centuries. If Congress decides to examine the issue further, they could either deem the practice too dangerous to continue at all, or institute new rules of the road for hacking that reflect the unique situation it presents. In any case, the next five years will be an exciting tour through the intersection of criminal justice and modern technology. This paper provides a historical overview of some of the most publicly known cases of investigative hacking in order to help further this urgent and important discussion.
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