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EXECUTIVE SUMMARY

In recent years, a seemingly endless string of massive data breaches in both the private and public sectors have been front-page news. Whether the target is a company like Sony or a government agency like OPM, such breaches are very often made possible by a software vulnerability—a “bug” in the system—that was unknown or left unaddressed by the target or its software vendor.

The existence of such vulnerabilities—or “vulns” for short—is unavoidable. Software is complex and humans are fallible, so vulnerabilities are bound to occur. Much of cybersecurity can be reduced to a constant race between the software developers and security experts trying to discover and patch vulnerabilities, and the attackers seeking to uncover and exploit those vulnerabilities. The question for policymakers is, what can they do to help speed the discovery and patching of vulnerabilities so that our computer systems—and therefore our economic stability, our national security, and consumers’ privacy—are safer? This paper is intended to be a primer on the vulnerability ecosystem for policymakers and advocates seeking to answer that question, describing what vulns are, who discovers them, who buys them, how and when they do (or don’t) get patched, and why.

There is a wide range of actors seeking to discover security flaws in software, whether to fix them, exploit them, or sell them to someone else who will fix or exploit them. These bug-hunters range from independent researchers, to small academic teams or security firms, to large tech companies working to improve their products, or even governments—including our own government, and other much less rights-respecting states—seeking to use these flaws for law enforcement or intelligence investigations. After finding a vulnerability, the discoverer has three basic options: not disclosing the vulnerability to the public or the software vendor; fully disclosing the vuln to the public, which in some cases may be the best way to get it patched but in others may leave users of the software dangerously exposed; and partial or “responsible” disclosure to the vendor so that they can fix the bug before it becomes public. Partial disclosure is often preferred because it can sometimes take months for a vendor to fix their product, and even longer for all the affected users to update their software to patch the security hole.

Confusing the issue of disclosure is the fact that there is a range of laws—such as the Computer Fraud and Abuse Act, the Digital Millennium Copyright Act, and the Electronic Communications Privacy Act—that by their broad and vague terms arguably criminalize and create civil penalties for actions that security researchers routinely engage in while conducting legitimate security research. Unless reformed, these laws will continue to chill researchers’ disclosure of critical vulnerabilities, for
fear that they will be sued or even thrown in jail.

Another disincentive to researchers’ disclosure of vulnerabilities so that they can be patched is the existence of open markets for vulnerabilities, where researchers can often get top dollar from criminal networks or governments seeking to exploit those vulnerabilities, or from intermediary agents who buy from researchers and then resell to criminals and states. Companies have responded by creating innovative vulnerability reward programs (VRPs), including “bug bounty” programs where they pay rewards for bugs that are submitted. Some of these programs also seek to reduce the legal chill on researchers by promising not to sue those who submit through these programs. It is sometimes difficult for these programs to compete with the much more lucrative open market, but they give researchers who want to help improve cybersecurity—and perhaps get a little cash or recognition for their discovery—a legitimate avenue to pursue.

Researchers often have a range of incentives to disclose their discoveries to someone, whether to the vendor, the public, or a buyer on the market. Governments, on the other hand, often have an incentive to withhold the vulns they buy or discover. Although they may want to keep the public and their own systems safe from bad guys exploiting those vulnerabilities, they also want to make use of them for a variety of purposes, from law enforcement to foreign intelligence surveillance, and the longer they are secret and unpatched, the longer they are useful. Governments have to weigh the security value of disclosure versus the benefit of stockpiling and using vulnerabilities for their own purposes.

In conclusion, we offer five initial policy recommendations to ensure that more vulnerabilities are discovered and patched sooner: (1) The U.S. government should minimize its participation in the vulnerability market, since it is the largest buyer in a market that discouages researchers from disclosing vulns to be patched; (2) The U.S. government should establish strong, clear procedures for government disclosure of the vulnerabilities it buys or discovers, with a heavy presumption toward disclosure; (3) Congress should establish clear rules of the road for government hacking in order to better protect cybersecurity and civil liberties; (4) Government and industry should support bug bounty programs as an alternative to the vulnerabilities market and investigate other innovative ways to foster the disclosure and prompt patching of vulnerabilities; and (5) Congress should reform computer crime and copyright laws, and agencies should modify their application of such laws, to reduce the legal chill on legitimate security research.

Much of cybersecurity can be reduced to a constant race between the software developers and security experts trying to discover and patch vulnerabilities, and the attackers seeking to uncover and exploit those vulnerabilities.
In recent years, there have been a seemingly endless string of massive data breaches in both the private and public sectors, resulting in the theft of vast amounts of private data. Whether the breach target is a major company like Sony, Anthem, or Ashley Madison, or a government agency like the Office of Personnel Management, the IRS, or the Joint Chiefs of Staff, such breaches are very often made possible by a software vulnerability—a “bug” in the system—that was unknown or left unaddressed by the target or its software vendor. Although some high-profile hacks involve previously unknown or “zero-day” vulnerabilities, a recent study concluded that most hacking attacks in 2015 exploited known vulnerabilities that the targets had failed to address despite fixes having been available for months or even years. Failures like these are so widespread that it’s been said that there are two types of organizations: those who know that they have been hacked, and those who just haven’t discovered it yet.

Of course, the existence of such vulnerabilities—or “vulns” for short—is unavoidable. Software is complex and humans are fallible, so vulnerabilities are bound to occur. Which raises the question: what policies will best ensure that those vulnerabilities are discovered, disclosed to the software maker, and fixed (or “patched”) as soon as possible? Before we can answer that question, we must first understand the vulnerability ecosystem: what vulns are, who discovers them, who buys and sells information about them and why, what they are used for, and what laws and policies currently impact their discovery and/or use.

The need for such understanding has become even more pressing as policy issues related to software vulnerabilities are now front page news. In just the past few months, for example, the FBI has had to defend its purchase of an iPhone hacking tool and its subsequent decision not to disclose that tool to Apple or the White House; Mozilla has gone to court to force the Justice Department to disclose a Firefox browser vulnerability that investigators exploited in a string of child pornography investigations; the U.S. government has gone back to the drawing board on an international agreement intended to keep hacking tools out of the hands of repressive regimes; the FCC and the FTC have teamed up to investigate why many smartphone vulnerabilities aren’t patched until it’s too late, and Facebook has paid a $10,000 “bug bounty” to a 10-year-old child for discovering a vulnerability in its Instagram app.

This paper is a primer to help policymakers better understand the vulnerability ecosystem and the range of policy questions that it raises. It explains how vulnerabilities are discovered, the ways in which they can be disclosed, and the incentives and disincentives for, and legal constraints on,
people who look for them. It examines how various groups, both public and private, interact with the marketplace that has evolved around information about vulnerabilities, and explores strategies for ensuring that they are quickly disclosed and fixed, thereby protecting economic stability, national security, and consumer privacy.

In the future, supported by the background laid out in this paper, we will more deeply explore specific policy questions around vulnerabilities, such as: Should the government ever stockpile the vulnerabilities it learns about for its own use, and if so, how should it decide which vulns to keep secret and which to disclose? How should we regulate the government’s use of vulnerabilities, or the global vulnerability marketplace as a whole? How can we reform the laws that are currently discouraging security researchers from discovering and disclosing vulnerabilities, so that more vulns can be found and fixed faster?

These are all complex questions, which we’ll get to in due time. But let’s start with the basics: what exactly is a vulnerability?

WHAT ARE VULNERABILITIES?

Vulnerabilities are weaknesses in software that enable an attacker to compromise the integrity, availability, or confidentiality of the software, putting users and networks at risk. Much of cybersecurity can be reduced to a constant race between the software developers and security experts trying to discover and patch vulnerabilities, and the attackers—criminals, states, hacktivists, or others—seeking to uncover and exploit those vulnerabilities. Attackers can use vulnerabilities to force critical programs to crash, to compel monitoring utilities to report and act on incorrect information, to extract authentication credentials and personal information from databases, or even to infiltrate and take operational control over entire networks.

Vulnerabilities can be introduced into software in a variety of ways. The majority of vulnerabilities originate from honest mistakes: they are caused by simple typos in software code, unforeseen interactions among complex subcomponents of a larger system, or a failure to protect a program against an unforeseen misuse. Still others are actively introduced by software developers for later exploitation. These deliberate vulnerabilities are generally known as “backdoors.”
Definitions

**Vulnerability:** A feature or flaw in a piece of software which allows for unintended operations to be performed by a third party.

**Exploit:** Code written to take advantage of a vulnerability and demonstrated through a proof of concept. An exploit is a component of malware and allows it to propagate into and run routines on vulnerable computers.

**Malware:** A category of malicious code that includes hostile or intrusive software such as viruses, worms, Trojan horse programs, ransomware, spyware, adware, and scareware.

**Zero-day:** A vulnerability that has not yet been disclosed, either publicly or privately, to the vendor, and therefore the vendor has had “zero days” during which a fix could be developed. Publishing such a vulnerability is often referred to as “dropping” a zero-day.

**Backdoor:** A vulnerability deliberately introduced either by the vendor responsible for the software or a malicious actor with access to the code. Intended to be used later to compromise systems.

If vulnerabilities can be described as weaknesses in code, “exploits” are programs that seek to demonstrate those weaknesses or take advantage of them. The former category of exploit—the proof of concept intended merely to illustrate a vulnerability—is a common tool of legitimate security researchers. The latter category of exploit—paired with software used for malicious purposes—is called “malware”, and comes in a wide variety of types. Some malware programs are used to extract potentially sensitive information about users, while others give external actors unfettered control over the affected system. “Ransomware” is a type of malware that attackers use to lock users out of their computers and force them to pay in exchange for decrypting their files. In an attack called “clickjacking,” attackers hide malware in legitimate websites so that, when users click on infected links, the criminals can attack their computers. Intruders can also use vulnerabilities to insert a “keylogger” in a computer so they can record every keystroke, allowing them to steal the user’s logins, passwords, and credit card information.

Vulnerabilities that enable these types of attacks are clearly a boon for computer criminals, but as we explain below, they’re also exploited by other parties—including governments—and discovering them represents an opportunity of a different sort for security researchers.
WHO DISCOVERS VULNERABILITIES?

In the early days of the internet, security was considered to be a mostly theoretical problem and wasn’t a top priority for software vendors—until the Morris Worm of 1998. Coded by a grad student motivated more by curiosity than malice, this early example of malware was the first to have such a widespread impact—it infected 10 percent of all internet-connected computers at the time—that it made national news and resulted in the first conviction under the Computer Fraud and Abuse Act of 1986.

In the intervening decades, the computer security community and industry has exploded. Today, there are countless information security companies or companies with their own information security divisions, public and private research institutions, and expert and amateur independent researchers hunting for software vulnerabilities. Whether motivated by money, prestige, curiosity, or a desire for a more secure digital environment, those who discover vulns—whom we will call “discoverers”—can be roughly categorized into four groups:

1. **Independent agents** (whether professional security researchers, academics, or amateurs), such as the independent researcher Space Rogue, formerly of the renowned security group L0pht, and Charlie Miller who discovered vulnerabilities in the Jeep Grand Cherokee.

2. **Small teams** (mostly academic labs and small security firms), such as the University of Toronto’s Citizen Lab or security research company Rapid7.

3. **Larger teams** within major technology companies (like Google or Microsoft);

4. **Governments** (including branches within law enforcement and intelligence organizations, like the FBI and the NSA in the U.S. and the GCHQ in the U.K., that cultivate expertise in vulnerability discovery, defense, and deployment).

Although companies and governments are the well-funded powerhouses conducting security research, individuals and smaller actors also play a critical role, whether bringing to light vulnerabilities. There are countless information security companies or companies with their own information security divisions, public and private research institutions, and expert and amateur independent researchers hunting for software vulnerabilities.
through independent security audits; penetration testing or “pen testing,” which is an attack on a computer system or network to search for weaknesses; hacking competitions, where people compete to find vulnerabilities; or so-called bug bounty programs, through which organizations offer financial rewards to the researchers who find and disclose vulnerabilities.

Regardless of method or motivation, finding a vulnerability often requires a great deal of skill, effort, and time. Some vulnerabilities are much easier to find than others, while some vulnerabilities remain undiscovered for years or decades. The infamous Heartbleed bug, for example, was not discovered for over two years, and the FREAK bug discovered last year was over a decade old.

Of course, not everyone looking for vulnerabilities is doing so to secure and defend systems. Not only are there criminals seeking to exploit vulnerabilities to steal valuable information, there are also governments—both allies and enemies, rights-respecting and rights-repressing—seeking to exploit vulnerabilities for their own purposes, including damaging opponents’ vulnerable infrastructure and conducting surveillance. Furthermore, there are people seeking to discover vulnerabilities simply so they can sell them, regardless of whether their discovery will be used to patch the vulnerability or exploit it.

Hats and “Hackers”

While the current usage tends to focus on criminal activities, the term “hacker” has a much broader and less tainted meaning. It simply refers to an expert in a given system or systems—especially an expert in computers and programming—who is driven by curiosity and a desire for information to figure out how things work, especially by experimenting to find the ways that systems can unexpectedly fail or can be used in unforeseen ways. Whether a hacker is “good” or “bad” depends on the metaphorical “hat” they’re wearing, much like in old Western movies.

**White Hat Hackers** test the security of computer systems for legal purposes, usually with authorization and usually to find vulnerabilities in these networks and help to secure them against malicious use. White Hats can work for vendors, or work as independent security researchers, testing the vulnerabilities they find and reporting them so that they can be patched.

**Black Hat Hackers** use their skills for destructive purposes, breaking into systems for malicious reasons. Black Hats often work for or sell vulnerabilities directly to criminal organizations or repressive governments. The goal is to make money, to disrupt systems, or to destroy or steal confidential data.

**Gray Hat Hackers** are somewhere in between Black Hats and White Hats. Although they hack into systems without authorization, they are more often motivated by mere curiosity or an activist cause rather than malice. They may also offer to disclose the vulnerability that they found to the system’s administrators, and to fix it, for a fee (which for some looks and feels a lot like blackmail). Gray Hats often claim that they only sell vulnerabilities to “good actors,” like intermediaries who engage with legitimate governments or vendors. However, the difference between good and bad actors in this context is often ambiguous, and there is always a possibility that vulnerabilities will be resold to bad actors.
WHAT ARE EXPLOITS AND HOW ARE THEY USED?

Exploits are small software programs written to take advantage of a vulnerability. While exploits are necessary to build malware, they are not malware in and of themselves. When security researchers find a vulnerability, for instance, they may write a “proof-of-concept” exploit to demonstrate that the flaw exists so that it can be patched. For the malicious hacker, however, an exploit can serve as the means to deploy malware.

Anything that can hold or transmit data can be used to propagate malware. For example, an attacker could use an email attachment, compromised website, or USB memory stick to distribute malware. Or an attacker could use an exploit developed to take advantage of a vulnerability in a common piece of software, such as a web browser. In that case, the exploit allows the hacker to open the door for the injection of a piece of malicious code in Internet Explorer, but does not achieve anything malicious by itself.

Just as security research has evolved from the early days of the internet, so too have the uses and market for exploits. Once they were simply objects of curiosity or tools for mischief, but exploits today are in-demand commodities with with quoted prices rising into the hundreds of thousands of dollars. Increasingly, security freelancers and companies such as Hacking Team and Vupen are discovering and selling vulnerabilities and exploits to a wide range of government actors across the world, both savory and unsavory. In addition to such gray market sales to militaries, spies, and police, there is also a growing black market for sales to criminals and criminal networks. Through these rapidly developing markets, buyers can purchase individual exploits and payloads—the components of malware delivered via the exploit that actually execute a malicious activity—as well as “exploit kits,” a combination of components that are packaged together and then sold or rented to customers.

In contrast to those who are selling such hacking tools, there is a growing community of security researchers eager to disclose the vulnerabilities that they discover, whether to the software vendor or the public, so that they will be patched.
To disclose a vulnerability is to share information about its existence or exploitation with another actor. Since vulnerabilities allow systems to be manipulated by third parties, they expose software users to security risks, and often quite serious ones. For this reason, there is pressure on those who discover vulnerabilities to disclose them in ways that will get them patched quickly while minimizing exposure of the vulns to those who might exploit them before they are patched. Not everyone who finds a vulnerability has the same interests, and not everyone agrees on the most responsible way to handle vulnerability disclosure, but someone who discovers a vuln basically has three paths to choose from: non-disclosure, full disclosure, or partial disclosure.53

Non-disclosure means that the security researcher does not report the vulnerability to the company that wrote the software nor to the general public. This path is most common among researchers who work in-house at organizations that develop exploits for their own use, like the intelligence community, or for sale, such as the exploit brokers Vupen.54 The fewer people that know about a vulnerability, the fewer people can defend themselves against its exploitation, and the more valuable it will be for buyers like criminal groups or government agencies.

Full disclosure is publicly sharing some or all of the details about a vulnerability and how it works, without first informing the vendor.55 This kind of disclosure can help pressure companies into fixing the flaws in their software to avoid damage to their reputation or revenue. Leading security expert Bruce Schneier, a fellow at Harvard University’s Berkman Center for Internet & Society, argues that “public scrutiny is the only reliable way to improve security, while secrecy only makes us less secure.”56 If a researcher publishes a blog post disclosing information about a vulnerability, for example, the disclosure can motivate the vendor to fix it, and it gives users the chance to stop using the software until it is fixed.57

However, on the other side of the argument are people like Scott Culp, founder of Microsoft’s Security Response Center.58 Culp has compared full disclosure to “arming the enemy,” and called on the security research community to stop “shouting fire in the middle of a crowded movie house.”59 While full disclosure can draw attention to a problem, and enhance a researcher’s reputation, it can also provide attackers with a cost-free stream of new vulnerabilities for use in developing and deploying malware.60

HOW ARE VULNERABILITIES DISCLOSED SO THEY CAN BE PATCHED?
Since the benefit of full disclosure is a matter of hot debate in the security research community, some have proposed forms of partial disclosure as an alternative. Sometimes called “responsible disclosure,” partial disclosure is a compromise between the coercive power and cautionary effect of public disclosure and the risks and insecurity of non-disclosure. Researchers inform the vendor of the existence of a vulnerability and grant the company a window of time to develop and issue a patch. Key practical and ethical concerns when it comes to responsible disclosure include the question of what constitutes an appropriate length of time before disclosure, and whether the researcher should opt for full disclosure if the company is unresponsive or doesn’t fix the vulnerability in a timely manner.

Whether partial or full disclosure is more effective in keeping software secure depends on the nature of the vulnerability and the characteristics of the software vendor. For example, partial disclosure poses unique challenges when addressing flaws in open source software, software that is openly and collaboratively developed. Such software is often created and maintained by small informal groups of volunteers, working via public message boards and widely viewable code repositories, who may not have the time or resources to patch it. In such cases, not only could it be difficult to prevent the partial disclosure from leaking to the public—the software is itself being developed in public—but a full disclosure may be the only way to mobilize the resources necessary to address the vulnerability. This is an area where there is relatively little precedent and a workable set of procedures are still being developed.

There are several other scenarios where partial disclosure may be insufficient to address the threat, further complicating the question of whether to fully or partially disclose a vulnerability. For example, partial disclosure may be impossible when software has been “abandoned” by its original developers, or the original developer is unknown or has gone out of business, such that there is no obvious single party to disclose to. Partial disclosure is also a risky option when attackers may already have discovered the vulnerability and begun exploiting it. Without full disclosure, users won’t get any warning and can’t protect themselves by ceasing to use the vulnerable software, instead they will remain at risk for weeks or months until the company fixes the flaw. Finally, partial disclosure presumes that there is a vendor on the other side who is willing to engage and fix a vulnerability both quickly and quietly. In some cases, a company may be unwilling or simply unable to engage with security researchers or issue a fix in a timely way. In such cases, the discoverer may have no other option other than to release information about the vulnerability to the public, or at least threaten to in order to force prompt action.

### States and criminals are often willing to pay a great deal more for a vulnerability they can exploit than vendors are willing to or capable of paying.

Each of these paths has tradeoffs, and how a discoverer chooses to disclose a vulnerability depends on their desired outcome. A researcher who is motivated by the desire to build her reputation and contribute to security might opt for partial or full disclosure with the goal of getting the vulnerability patched. Discoverers who choose this route may even get a financial reward, either directly from the vendor or indirectly through a third party. These rewards programs will be discussed later in this paper. However, a discoverer who is primarily seeking financial compensation may have less incentive to disclose a vulnerability to the vendor when it could be sold for a much higher price on the open market. States and criminals are often willing to pay a great deal more for a vulnerability they can exploit than vendors are willing to or capable of paying.
HOW ARE VULNERABILITIES PATCHED (OR NOT)?

When the company or group that is responsible for securing a piece of software learns about a vulnerability, that vuln is no longer a “zero-day,” a vulnerability that has just been discovered and therefore theoretically has had zero days to be patched. Once that vendor knows about the vulnerability, it hopefully will work to eliminate it by patching the software with fixes or work-arounds that negate the threat. However, vendors are more likely to prioritize the patching of newer “flagship” products than older ones, and older systems that are still in use but rarely patched or updated are an ongoing cybersecurity challenge. For example, hundreds of millions of computers around the world—including many computers belonging to the federal government!—were still running the Windows XP operating system in 2014 when Microsoft stopped providing security updates for that software.

Sometimes developing a patch can take months, during which users are still at risk. Furthermore, creating the patch is only half the battle. It also has to be distributed, which can be even harder. For one thing, many users will fail to install the patch. Indeed, most of the major attacks over the past few years have targeted known vulnerabilities for which a patch existed that many users nevertheless failed to install. This is why some vendors such as Apple and Google are designing their mobile operating systems to be automatically updated rather than relying on action by the user. Microsoft has also announced that its Windows 10 operating system will continuously and automatically update on a rolling basis going forward (instead of having new versions every few years). However, automatic updates are only as useful as the vendor providing them, and unfortunately updates can be delayed in many cases, particularly in complex ecosystems like that of Android where carriers, handset manufacturers, and Google all must work together to distribute patches. Concern about delayed security updates in the mobile computing environment has become serious enough to prompt a joint FTC-FCC investigation into the issue.

Corporate vendors aren’t the only ones that have to develop and issues patches. Open source projects often are not housed at any one company but instead are made up of volunteers from around the world. The software they write and maintain may be used by many large corporations and within complex systems yet lack any centralized or well-resourced capacity to securely receive vulnerability reports and privately develop and ship security patches. For example, recent vulnerabilities in the open-source security software OpenSSL put two-thirds of Web users at risk, allowing criminals...
or other bad actors to steal passwords, private cryptographic keys, and other sensitive user data. Because the software is open source, the patching efforts had to be completed in secret between a group of companies that used the software, mostly connected by a group of developers who all knew each other previously. The challenge for the community and maintainers of such complex open-source systems is developing and distributing patches before it becomes widely known that a vulnerability exists.

As we’ve already described, the question of whether and how to disclose a given vulnerability to the appropriate vendor is already a complex one. Making the calculus even more complicated is another, even more personal factor: legal risk. In some cases, laws aimed at stopping malicious hacking and digital copyright infringement have had the unintended consequence of chilling legitimate security research. In particular, laws like the Computer Fraud and Abuse Act and the Digital Millennium Copyright Act, though designed to meet the challenges of the digital age, have been used to bring civil or criminal charges against legitimate researchers or individuals using techniques widely used by legitimate researchers. As a result, they discourage research that could uncover new vulnerabilities and chill researchers’ disclosure of the vulns they do discover, which in turn undermines cybersecurity by leaving vulnerabilities unpatched.

This dangerous chill on security research and vulnerability disclosure is so acute that a broad coalition of academic security researchers has joined with civil society to call for legal reform. Noting that critical research into the safety of internet-connected cars, voting machines and medical devices is threatened by continuing legal ambiguity, they have called on Congress to reform three specific laws to ensure that they do not prohibit research intended to improve the security of digital devices or of our nation’s internet systems and infrastructure. Those three laws, along with one international agreement that also threatens legitimate security research, are described below.

**Computer Fraud and Abuse Act (CFAA)**

The CFAA, at 18 U.S.C. §1030, is the primary federal anti-hacking law. Both security researchers and
malicious attackers work to penetrate computers or networks; the difference between the two groups is what motivates them and what they do with the information they discover. The CFAA’s strict, broad, vague prohibitions on unauthorized or excessive access to computer systems, coupled with severe legal penalties for violators, can prevent people from conducting research and testing, even tests that are aimed at identifying and eliminating vulnerabilities that put systems and users at risk. The CFAA is especially chilling to the extent that some prosecutors and civil litigants have applied it in cases where the accused didn’t break into any system but instead merely violated a website’s terms of service or an employer/employee contract.80 Depending on the provision of the law at issue, those convicted under the CFAA for a first-time offense can face extensive fines and up to ten years in prison, which makes the law especially chilling. And even if a researcher is confident that the government won’t prosecute, there is always the risk of a lawsuit: civil litigants can and often do sue under the CFAA over conduct that the Justice Department wouldn’t prosecute but that arguably violates this broadly-written law.81

Digital Millennium Copyright Act (DMCA)

Under the “anti-circumvention” provisions of the DMCA, at 17 U.S.C. § 1201, it is unlawful to break a protection measure put in place to prevent a person from accessing copyrighted material. The law is aimed at stopping people from doing things like making bootleg copies of copy-protected DVDs. But in the 17 years since its passage, there have been fears that the law is susceptible to abuse by companies that don’t want people tampering with their products, even in ways that have nothing to do with copyright infringement.82 Due to the possibility of both criminal prosecution and civil suits, this law can chill security research and testing that involves breaking copy protection measures, even when the research is aimed at identifying and eliminating vulnerabilities, and even when that conduct is a legitimate fair use of the copyrighted work (such as reverse engineering) and isn’t infringing. This section is still controversial today, and a group of researchers sued in July 2016 to challenge its constitutionality.83 Researchers convicted under the DMCA for a first offense can face a fine up to $500,000 and/or a prison term of up to five years.

Electronic Communications Privacy Act (ECPA)

ECPA is the federal law aimed at protecting the privacy of electronic communications like your email. However, one provision, 18 U.S.C. §2701, prohibits access to private communications stored by a communications service provider without or in excess of authorization in terms very similar to those of the CFAA. This is aimed at protecting your privacy, but like the CFAA, ECPA’s terms are broad and vague, and there is no exception that would protect legitimate security research. A first offense can lead to fines and up to five years in prison, and even in cases where there was no malicious intent, researchers could face up to a year in prison. More worrisome, some prosecutors have tried to use violation of ECPA as a penalty enhancer for CFAA violations—basically seeking a serious increase in penalties by double-counting the exact same conduct (which also doubly chills that conduct).84

Wassenaar Arrangement on Export Controls

The Wassenaar Arrangement is an international agreement between 41 countries which is focused on promoting transparency and greater responsibility in transfers of conventional arms and dual-use goods and technologies.85 Dual-use means that the technology can be used for both civilian and military purposes, and Wassenaar attempts to ensure that “states of concern” are prevented from acquiring these potentially dangerous tools. In 2013 the arrangement was updated to include controls on intrusion software, including exploits that bad guys use to break into systems.86 The problem is that legitimate security researchers, such as penetration
Vulnerabilities are bought and sold, rented and traded, just like any other commodity—sometimes between companies with legal contracts and sometimes between anonymous hackers through internet forums. The market is a key component of the vulnerabilities ecosystem, and is comprised of a variety of different players that all interact and affect the broader picture. Mapping this ecosystem helps us to understand the incentives that drive discoverers either to disclose vulnerabilities to the vendor to be patched, or to sell them to the highest bidder. So who buys, and who sells vulnerabilities?

Earlier in the paper we discussed the four categories of discoverers: independent agents, small teams, larger teams within major technology companies, and governments. These groups find vulnerabilities and, sometimes, sell them on the market. Since we have already described these sellers, we can better understand the market by looking at to whom they are selling.

The Department of Commerce has withdrawn its proposed implementation in the face of critical public comment,88 and the State Department has indicated its intention to renegotiate the language of the Arrangement.89 However, it remains to be seen how the Wassenaar Arrangement may ultimately apply to—and chill—critical cybersecurity work.

**WHAT IS THE VULNERABILITIES MARKET?**

**Prices for Vulnerabilities**

**What is a Google Chrome vulnerability worth?**

- Google pays: $500 - $15,000\(^{80}\)
- Google offered Vupen: $60,000\(^{81}\)
- Black Market pays: $80,000 - $200,000\(^{82}\)

**What is an iOS 9 vulnerability worth?**

- Zerodium has committed to pay: $1,000,000\(^{83}\)

**Governments**

Governments are one of the key drivers of the vulnerabilities market, but their interaction with it is opaque. Analyzing whether these purchases

testers hired by a company to identify weaknesses in its systems, use the exact same tools.\(^{87}\) Therefore, although the new provisions of the Arrangement are well-meaning—focused on keeping hacking software out of the hands of repressive regimes—the details, particularly in the way it was proposed to be implemented in American law, would have criminalized much of the work of security research.
are part of the purely criminal “black market”, or the more legally ambiguous “gray market”, is challenging because of the diversity of countries involved in the transactions. For example the company Hacking Team, which was itself the target of a massive data breach in the summer of 2015, was revealed to have sold its products to a wide range of state actors. The released data shows that the company sold products to the United States military, and the Drug Enforcement Agency—these could be considered sales on the gray market. But it also has sold its wares to Nigeria, Bahrain, Ethiopia, Sudan and Pakistan—countries whose governments are much less likely to respect human rights and could be considered part of the black market. Some of these countries are currently under sanctions, making sales to them not only ethically questionable but clear violations of international law.

Although the most advanced states like the U.K., Russia, Israel, the United States, China, and France often develop and discover vulnerabilities without resorting to the market, they are also the richest purchasers and seek out high-value products.

State buyers tend to have more capital to spend in the vulnerabilities market. Although the most advanced states like the U.K., Russia, Israel, the United States, China, and France often develop and discover vulnerabilities without resorting to the market, they are also the richest purchasers and seek out high-value products like zero-days and advanced hacking tools used to target other states or individuals. These buyers have been shown to often work through intermediaries like Gamma Group, Vupen, Hacking Team, ReVuln (Netragard and Endgame sold exploits in the past, but both have announced that they will no longer do so) rather than buying directly from individual researchers.

Less advanced states like Ethiopia, Jordan, Kazakhstan, Saudi Arabia, Turkey, and Malaysia are more likely to buy surveillance tools from intermediaries, versus expensive zero-days. For example, FinFisher—created and sold by Gamma International—is a surveillance tool used for remote monitoring and keylogging that the seller claimed could even listen in on a target’s Skype calls in real time. The tool has turned up in dozens of countries, and WikiLeaks documents have cited governments ranging from Pakistan to Belgium as confirmed buyers. It is largely this market that the Wassenaar Arrangement’s export controls aim to affect, with the intention of stifling the flow of surveillance tools and intrusion software to repressive governments. While this may be a promising means to stem the sale of exploits in the government market, there are also genuine concerns about whether the export control rules as constructed unnecessarily stifle legitimate security research.

**Criminal Actors**

The black market for vulnerabilities, once a varied landscape of ad hoc networks of individuals motivated by ego, notoriety, and (of course) money, has evolved into a mature market of highly organized groups, often including traditional criminal actors like drug cartels, mafias, and terrorist cells. According to security expert Marc Goodman, 80 percent of black hat hackers are now affiliated with organized crime. Dealings in this much larger, and slightly more public, black market take place through a variety of channels. Some are made through direct transactions with vulnerability discoverers, others through less reputable intermediaries, and some using a network of web forums like Agora, Darkode, and Abraxas, functioning much like the clandestine online bazaars through which drugs and other illicit paraphernalia are sold. Sellers in this market gain reputation by word of mouth but there are also more formalized rating and feedback systems used to identify which sellers have reliable and high-quality products. The buyers in this market are often less...
well-resourced than governments, and tend to be looking for the minimum investment necessary to achieve their goals.

Unlike governments, who usually buy tools used to attack, defend, or collect information on targets, many tools sold to criminal actors aim to make a profit for the groups using them.

Criminal actors are often focused more on acquiring non-zero day vulnerabilities that can be used on older or unpatched systems, because they are less expensive and the exploitation of them could impact more users, as well as on purchasing less sophisticated (and therefore more affordable) malware. These markets also offer services not directly based in vulnerabilities, such as the rental of botnets—networks of computers that have been “hijacked” through the use of an exploit and are afterward controlled remotely—to send spam or engage in Distributed Denial of Service attacks on websites.114 These networks are much less interesting to government purchasers, because they don't provide the surveillance or intrusion functions those buyers seek. By contrast, criminal groups are seeking impact on a large scale with minimal investment, but do not aim to collect massive amounts of intelligence in the same way as governments. Other products that are prevalent in the black market are malware-as-a-service models, point-and-click tools, and easy-to-find online tutorials that allow less technically-inclined actors to make use of vulnerabilities and expand the market to include many more types of participants.115

Unlike governments, who usually buy tools used to attack, defend, or collect information on targets, many tools sold to criminal actors aim to make a profit for the groups using them. These buyers generally cannot afford zero-days, but instead purchase malware programs and/or exploit kits used to deliver that malware onto a machine.116 Those programs can steal personal information, extort money from victims by using ransom or scareware,117 redirect users to phishing sites, use your computer as a secret server to broadcast pornography files, or execute many other functions to support or fund criminal activity.118

Intermediaries

There is also a range of intermediary groups in the vulnerability ecosystem. As mentioned above, companies like Gamma Group,119 Vupen,120 Hacking Team,121 ReVuln,122 Netragard,123 and Endgame fall into this category, though there are many others. They are viewed by some as part of the gray market, but in multiple cases they have also been accused of engaging with the black market of criminal actors and repressive governments. There are also individuals who serve as intermediaries, brokering sales between finders and high-income buyers for record fees.124

Intermediaries are both buyers and sellers, purchasing working exploits and integrating them into existing payloads and propagation tools to sell to government intelligence and law enforcement agencies. Intermediaries, when they act as buyers, have much larger budgets to work with—often paying out huge bounties to discoverers with the intention of selling them for even higher fees to buyers with deeper pockets.125 These actors often also discover or build their own products for sale or rent to customers. These include some of the most notorious spyware that has been discovered in the wild by security researchers and tied to these intermediaries. Companies like Trovicor (formerly part of Siemens)126 and Amesys127 sell these proprietary tools to government clients, including oppressive regimes like Bahrain, Libya, and Syria.

The role of intermediaries, and whether or not they should be regulated is a contentious topic among experts in the field. Some companies, like Netragard,128 limited their sales to a certain list of countries in an attempt to maintain a level of legitimacy. Others, like Vupen, are less specific
about who they are willing to sell to, and their tools have turned up in the possession of questionable governments. Adriel Desautels, who runs Netragard, says he knows of “greedy and irresponsible” people who “will sell to anybody,” to the extent that some exploits might be sold to two governments who oppose each other. “If I take a gun and ship it overseas to some guy in the Middle East and he uses it to go after American troops—it’s the same concept.” said Desautels. Some critics go even further, with the ACLU’s Chris Soghoian calling Vupen a “modern-day merchant of death,” selling “the bullets for cyberwar.”

Like governments, the participation of intermediaries in the vulnerabilities market helps drive the prices up significantly, especially when the clients of these companies are willing to pay hundreds of thousands of dollars for top-quality products. Their participation helps to maintain the huge disparity between what vulnerability discoverers can get paid on the gray or black market, and what the other major market participant—software companies—can afford to pay to help fix their own products.

Software Vendors

Software vendors seeking vulnerabilities in their own products so that they can be patched face a significant challenge: outside researchers that discover those vulnerabilities, instead of disclosing to the vendor, can often make a substantial profit by selling the same information to the black or gray markets. Dan Geer, a computer security analyst and risk management specialist, said that “[F]or a good long while, you could do vulnerability finding as a hobby and get paid in bragging rights, but finding vulnerabilities got to be too hard to do as a hobby in your spare time—you needed to work it like a job and get paid like a job.” In response to competition from buyers in the vulnerability market, vendors have begun to create vulnerability rewards programs (VRPs), also known as bug bounties, which pay out fees to researchers for the vulnerabilities that they disclose. Many software vendors recognize VRPs as a financially efficient means to help find vulnerabilities their own security teams have missed, draw increased attention to their products, facilitate coordination with security researchers, and provide financially driven researchers with an alternative to selling on the black market. Along with the individual bounties, discoverers who are highly successful at finding and reporting these flaws to vendors may even be offered full employment at these companies.

VRPs aim to shift the cultural narrative from one that casts security researchers as universally malicious hackers or criminals, to one that recognizes that researchers may provide an invaluable service to companies—and consumers—by helping to make software more secure. Along with big VRPs from Microsoft, Facebook, Yahoo!, and Google, there are also bounty intermediaries, like the Zero Day Initiative and HackerOne, that purchase information about vulnerabilities. These intermediaries provide a portal for reporting vulnerabilities to companies, streamlining reporting from a diverse group of researchers, establishing reputations for individual researchers, and paying out bounties to people who discover vulnerabilities worth rewarding. High-profile hacking competitions are another tool used to capture the capacity of security researchers and encourage them to test widely used software. For example, the 2015 Pwn2Own challenge paid out $442,000 in bounties for critical bugs in all four major internet browsers, as well as in Windows, Adobe Flash, and Adobe Reader.

A downside of VRPs and bug-finding competitions is that, although they provide researchers with an alternative to selling information about vulnerabilities on the black market, where they generally are not able to compete dollar-for-dollar. Unfortunately, discoverers looking for maximum payoff may have to sell to buyers who aren’t looking to patch the bug, and the longer a vulnerability stays secret, and unpatched, the longer it retains its value for those who wish to exploit it. But for ethical hackers who don’t want to contribute to insecurity by selling on the open market but...
WHY GOVERNMENTS DO (OR DON’T) DISCLOSE THE VULNERABILITIES THEY FIND OR BUY

When governments purchase vulnerabilities on the market they have the same three options for disclosure as independent researchers: non-disclosure, full disclosure, and partial disclosure. However, their set of interests is very different from those of independent researchers. Security researchers or academics might seek the credibility or notoriety that could come from full disclosure; or they may want compensation or professional recognition through legal bug bounties or other vulnerability rewards programs; or they may want the bigger financial rewards of the black or gray market. Governments are not seeking any of these things.

Governments have a set of unique incentives to keep information about vulnerabilities secret. They may want to keep the public and their own systems safe from bad guys exploiting those vulnerabilities, by disclosing them and ensuring they are patched. At the same time, they may want to use the vulnerabilities themselves, whether to conduct law enforcement or foreign intelligence surveillance, or even for offensive purposes—for example, the Stuxnet virus developed by the U.S. and Israel to disable Iran’s uranium enrichment facilities relied on four zero-day vulnerabilities in the Microsoft Windows operating system. Therefore, governments have to weigh the security value of disclosure versus the value that could come from stockpiling and using vulnerabilities for their own purposes. As we discuss below, any governmental process for making such decisions—in the U.S., the government calls it the “vulnerability equities process”—ideally will be clearly and publicly defined, will involve a wide range of stakeholders, and will be strongly weighted in favor of disclosure.
CONCLUSION: WHAT POLICIES WILL FOSTER THE DISCOVERY, DISCLOSURE, AND PATCHING OF VULNERABILITIES

Now that we know what vulnerabilities and exploits are, who buys and who sells them, what types of laws can chill researchers and what kind of vulnerability reward programs can motivate them, it’s worth asking the natural next question: what policies might better ensure that more vulnerabilities are discovered, disclosed, and patched faster? How can we better align incentives to ensure that more researchers are sharing the vulnerabilities they find with the people who can fix them, rather than selling them to those who want to exploit them?

There are a number of opportunities that policymakers have to influence the flow of vulnerabilities and thereby make the digital ecosystem much safer for all of us. In particular, here are five policy recommendations to start the conversation, initial recommendations that we’ll explore in more depth in future publications.

1. The U.S. government should minimize its participation in the zero-day market.

The ever-expanding market for previously undiscovered vulnerabilities is perhaps the single largest disincentive to disclosing a vulnerability to a vendor so that it can be patched. Many researchers are already paid directly for their work, or would have ethical qualms selling vulns for offensive use rather than working to get them fixed. But others will ask themselves: Why disclose a vulnerability for no financial reward or for a relatively small bug bounty when it can be sold on the open market—a market that unfortunately caters not just to democratic nations’ intelligence and law enforcement communities but to a wide range of
spies, criminals, and repressive regimes—for much more money?

The U.S. government is in a unique position to significantly shrink this market simply by not participating, as it is one of the largest buyers—indeed, probably the single largest buyer—in that market. The U.S. government is also in a unique position to be able to forego the market by relying on and growing its own technical expertise, at the NSA and other agencies, to discover vulnerabilities and develop exploits itself rather than fostering a dangerous gray market in vulnerabilities that ultimately makes us all less safe. Therefore, we recommend that U.S. policymakers—and the U.S. Congress in particular—begin investigating the extent of U.S. participation in the vulnerability market, and weigh the benefits that flow from that participation versus the very real costs of participating in and facilitating such a market. Based on such investigation, the government should establish clear policies for when (if at all) the government buys vulnerabilities from third parties, with a goal of reducing or even eliminating our reliance on and support for the zero-day market.

Dan Geer, chief security officer at the CIA’s venture firm In-Q-Tel, has suggested a more radical and controversial solution that would have the government maximize rather than minimize its participation in the market. Geer suggests that the best use of U.S. government resources would be to corner the market in vulnerabilities, paying top dollar for all the zero-days it can find and disclosing them so they can be fixed. The consequent increase in the price of zero-days would price many bad guys out of the market while also growing the population of people hunting for new vulnerabilities to be patched. As Geer admits, however, the effectiveness of this strategy would turn on how common vulnerabilities are. If zero-days are relatively rare, this strategy could succeed, but if they are relatively plentiful, such an approach likely wouldn’t scale. So again, we recommend further investigation of the market by policymakers so they can better decide whether and how the U.S. should participate in the market as a zero-day buyer. If the U.S. government is going to buy zero-days at all, however, it will also need a strong, clear process for timely disclosure of those vulnerabilities to the vendors who can fix them.

2. The U.S. government should establish strong, clear procedures for government disclosure of the vulnerabilities it buys or discovers.

Whether it buys them or discovers them itself, the U.S. government has a responsibility to ensure that vulnerabilities that put users and companies in the U.S. at risk are disclosed and patched as soon as possible. That conclusion is shared by a wide range of stakeholders, from the President’s own hand-picked Review Group on Intelligence and Communications Technologies, to political scientists like Joseph Nye, to tech companies like Microsoft, to digital rights advocates like the Electronic Frontier Foundation (EFF).

In the Spring of 2014, the White House announced it was “re-invigorat[ing]” an interagency process first established 2010 in order to decide when the government should disclose vulnerabilities, a so-called “vulnerability equities process” (VEP) intended to weigh the costs and benefits of holding on to a vulnerability for offensive or investigative use versus disclosing it so that it can be patched. The White House claims that the vast majority of vulnerabilities that go through the process end up being disclosed, but many questions remain about whether all vulnerabilities actually go through the process, how many vulnerabilities have actually
been disclosed under the process and how many have been withheld for how long, which agencies meaningfully participate in the process, who makes the ultimate decisions, and how exactly those decisions are made.\textsuperscript{160} Indeed, there are so many questions that EFF has sued the NSA and the Director of National Intelligence under the Freedom of Information Act to obtain more information.\textsuperscript{161}

These questions about when the government does and does not disclose vulnerabilities can and should be answered. First, they should be answered by the Executive Branch, which should be as transparent as possible about the processes, standards, and results of its vulnerability equities process—transparent not only to the American people but to Congress, which should investigate the issue. Second and ultimately, though, these questions should be answered by Congress itself, after such an investigation, in the form of a statutorily codified process that is heavily weighted toward disclosure and that the agencies are required by law to follow. The issue of vulnerability disclosure is too important, and the incentives of the intelligence community and especially the law enforcement community are too skewed on the side of stockpiling vulnerabilities, to leave such decisions solely to the Executive Branch.

The Executive Branch shouldn’t wait for Congressional action to reform and vigorously implement its existing VEP, however. As top former White House cybersecurity officials have recommended, the President can and should issue an executive order formalizing and requiring compliance with the current VEP, and strengthening transparency, oversight and accountability of the process.\textsuperscript{162} Amongst the former officials’ recommended reforms is a prohibition against agencies’ entering into nondisclosure agreements when they buy vulnerabilities or exploits, and a requirement that they instead buy exclusive rights to the vulnerabilities so they are not further resold to other parties. That way the information or tool can go into the VEP to be reviewed for disclosure, and agencies cannot contract their way around complying with the process.\textsuperscript{163} Notably, such a rule would have prevented the recent scenario where the FBI failed to submit to the VEP an Apple iPhone exploit it had purchased because it had not also purchased rights to the underlying vulnerability that made the exploit possible.\textsuperscript{164}

3. Congress should establish clear rules of the road for government hacking in order to protect cybersecurity in addition to civil liberties.

Government use of vulnerabilities to surreptitiously and remotely hack into computers as part of criminal investigations is a growing practice, so much so that the Justice Department has sought updates to the federal rule concerning search warrants—Federal Rule of Criminal Procedure 41—to routinize the practice.\textsuperscript{165} Yet for an investigative technique that has been common for at least fifteen years,\textsuperscript{166} practically nothing is known about how often law enforcement engages in such “network hacking is just as invasive if not more invasive than government wiretapping, and raises a wide variety of unique security and civil liberties risks.
investigative techniques” or “remote access searches” as they are euphemistically called, or how they do it; indeed, law enforcement agencies have recently been fighting in court to avoid having to disclose details about how they have been breaking into suspects’ computers.167 And it’s not just the public who’s left in the dark: courts themselves, including the courts that routinely sign off on secret warrants to authorize such hacking despite vague, unclear, or misleading language in the government’s warrant applications, don’t seem to understand what they are authorizing.168

This state of affairs is all the more worrisome because government hacking is just as invasive if not more invasive than government wiretapping, and raises a wide variety of unique security and civil liberties risks, including the risk that the malware used by the government may spread to innocent people’s computers, lead to unintended damage, or the creation of new vulnerabilities.169 Yet unlike wiretapping, a practice that Congress has specifically authorized and tightly regulated with many special additional constraints that aren't applied to regular search warrants, there is no such Congressional authorization nor statutory rules of the road to ensure that the government’s ability to hack isn’t abused.

The status quo needs to change. Especially considering that government hacking may result in a less secure digital environment—whether by perpetuating old vulnerabilities that the government chooses to exploit rather than disclose, or by unintentionally damaging systems or creating new vulnerabilities—it’s time for Congress step in. Rather than allowing the Rule 41 changes to automatically go into effect in December 2016, which is what will happen if Congress does not take action, it should press pause on those changes and take this opportunity to educate itself on the issue, demand answers from the government about its hacking practices, and—if it chooses to allow government hacking at all—craft legislation to regulate the practice just as it has previously done for uniquely invasive search and seizure practices like wiretapping.

4. Government and industry should support bug bounty programs as an alternative to the zero-day market and investigate other innovative ways to foster the disclosure and prompt patching of vulnerabilities.

Every company that produces software should have a clear process for outside researchers to disclose vulnerabilities—and if they’re smart they will also offer Vulnerability Reward Programs (VRPs) or “bug bounty” programs to reward the people who discover those vulnerabilities. Whether the reward comes in the form of “thanks, t-shirts, or [simply] cold hard cash,” providing a clear path for vulns to be disclosed and for disclosures to be rewarded is a must if companies want to provide a meaningful alternative to selling vulns on the open market.171 Though unlikely to ever be able to compete dollar-for-dollar with governments and organized criminals, these programs provide an outlet for researchers who have ethical or legal qualms with simply selling to the highest bidder, want to build a legitimate reputation as a security expert, or just want to help improve digital security.

We encourage companies to get even more creative about the financial and non-financial incentives they can offer to bug discoverers. For example, some security researchers have suggested that in order for the “defensive” market of companies looking to discover and patch bugs to better be able to keep up with the “offensive” market serving governments and criminals, it should offer bounties not only for the vulnerabilities themselves but for tools and techniques that help them find vulnerabilities more efficiently. The government should also also get creative about how it can better foster such programs—for example
through tax incentives or small grants—and about how it can help increase both the flow of vulnerability information to vendors and increase vendors’ responsiveness to that information.\textsuperscript{172} The recent launch by the Commerce Department’s National Telecommunications and Information Administration (NTIA) of a multistakeholder process to come up with best practices in this area for both researchers and vendors is a positive sign,\textsuperscript{173} as is the FCC and FTC’s investigation into the security update practices of mobile device manufacturers to ensure that mobile device vulnerabilities are being patched in a timely manner.\textsuperscript{174}

One last key feature of a robust bug bounty program is a pledge by the vendor not to sue those who disclose vulnerabilities in compliance with their program’s rules for reasonable disclosure. Many researchers are rightly concerned about potential legal action under overbroad or ambiguous computer crime and copyright laws, and those concerns may chill them from disclosing at all.\textsuperscript{175} Thankfully, such pledges are becoming increasingly common.\textsuperscript{176} However, company pledges can only go so far in reassuring researchers, especially when it comes to criminal statutes where prosecution by the government\textsuperscript{177} is just as much a risk as a lawsuit by the company.\textsuperscript{178} Reform of the law itself will be necessary to fully address this problem.

5. Congress should reform computer crime and copyright laws, and agencies should modify their application of such laws, to reduce the legal chill on legitimate security research.

Improving cybersecurity entails supporting and encouraging security research. Policymakers looking to move the cybersecurity needle could start by reforming a number of laws that subject independent security researchers to legal threat, as a broad coalition of academic researchers and civil society experts have urged.\textsuperscript{179} There are already some bills introduced in Congress, such as Aaron’s Law, that would reform the Computer Fraud and Abuse Act (CFAA) to reduce the legal chill on security researchers.\textsuperscript{180} This proposed law would eliminate criminal liability for terms of service violations and reduce the currently disproportionate penalties for crimes that caused little to no economic harm.\textsuperscript{181} However, the Justice Department need not wait for Congress to help protect security researchers; as that same coalition of experts and researchers has urged, it could issue public guidance to prosecutors now to emphasize the importance of cybersecurity research and to narrow and clarify the scope of conduct that it will and won’t prosecute under CFAA, as well as under the similar unauthorized access provisions in the Electronic Communications Privacy Act (ECPA).

Researchers and their allies in civil society have been also advocating for updates to the Digital Millennium Copyright Act (DMCA) for very similar reasons.\textsuperscript{182} That law prohibits skirting any technological measure that protects copyrighted material, but can create civil and criminal liability for security researchers even if their research isn’t infringing. In October 2015, the Librarian of Congress responded to some of these criticisms by granting an exemption from the DMCA anti-circumvention law for a few types of security research.\textsuperscript{183} While this is a good first step, many commentators, including this paper’s authors, are concerned that the new exemptions are still drawn too narrowly and that important security research may still be stifled under the new rules, and would prefer to see Congress codify such exemptions in the law. Congress should also use its oversight authority to ensure that State Department renegotiation and Commerce Department implementation of the Wassenaar agreement restricting the export of intrusion tools leads to a final rule that adequately protects legitimate cybersecurity-related activities.
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